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ABSTRACT
As a contribution to the adoption of the Model-Driven Engineering
(MDE) paradigm, the research community has proposed concrete
model transformation solutions for the MDE infrastructure and for
domain-specific problems. However, as the adoption increases and
with the advent of the new initiatives for the creation of reposi-
tories, it is legitimate to question whether proposals for concrete
transformation problems can be still considered as research con-
tributions or if they respond to a practical/technical work. In this
paper, we report on a systematic mapping study that aims at un-
derstanding the trends and characteristics of concrete model trans-
formations published in the past decade. Our study shows that the
number of papers with, as main contribution, a concrete transfor-
mation solution, is not as high as expected. This number increased
to reach a peak in 2010 and is decreasing since then. Our results
also include a characterization and an analysis of the published pro-
posals following a rigorous classification scheme.

1. INTRODUCTION
Model-Driven Engineering (MDE) has been gaining much pop-

ularity in the last decade [1]. It is an area of software engineering
where problems are expressed at levels of abstraction closer to the
problem domain, rather than the domain of code, and software is
realized through automated transformation of domain models.

MDE, like any new technology, follows different stages of adop-
tion as described by Moore [2]. At each stage, new contributions in
research solve part of the problems that represent major adoption
obstacles. One of the early obstacles to MDE adoption is the diffi-
culty to write and reuse model transformations for many concrete
problems. Indeed, the availability of automated transformations is
a prerequisite and a founding principle of MDE.

In MDE, a model transformation is the automatic manipulation
of a model following a specification defined at the level of meta-
models [3]. It is an operation that accepts a source model as input
and produces a target model as output, where each model conforms
to its respective metamodel. Typically, a model transformation is
defined by a set of declarative rules to be executed [4]. As an ex-
ample of transformation, in [5], UML activity diagrams are trans-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$15.00.

formed into Petri nets for simulation and analysis purposes.
With the concern of the adoption of the MDE paradigm, the

MDE research community has proposed solutions to concrete model
transformation problems. These proposals can be classified into
two categories: (1) transformations that improve the MDE infras-
tructure, such as code generators for programming languages [6,
7], and (2) transformations for domain-specific problems [8, 9].

However, in recent years, two phenomena changed the landscape
of MDE. First, MDE is more and more used in industry. Many stud-
ies showed that this new technology is used on strategic projects
in many industrial organizations [10].The second phenomenon is
the advent of new initiatives for the creation of publicly available
repositories of metamodels, models, and transformations (e.g., Re-
MoDD [11] and ATL Transformations Zoo1). In particular, the
Transformation Tool Contest (TTC)2 proposes publicly available
solutions to specific problems expressed as model transformations.
Both phenomena change the needs in research towards, among oth-
ers, automated approaches to derive MDE artifacts such as meta-
model well-formedness rules [12] or model transformations [13].
In particular, it is legitimate to question whether proposals for spe-
cific artifacts, such as metamodels and transformations of concrete
problems can still be considered as research contributions, or if they
respond to a practical/technical need.

To help answering such a question, we conducted a systematic
mapping study [14], covering the last decade (2005-2014), that
aims at understanding the trends and characteristics of model trans-
formations proposed for concrete problems and published in re-
search forums. We opted for a systematic empirical process to min-
imize bias and maximize reproducibility of the study. In addition to
study the evolution of the amount of published material during the
considered period, we are also interested in various characteristics
of these transformations such as their nature, the used languages,
the involved metamodels, and the relation to industry.

Our results show that the number of papers with as main con-
tribution a concrete transformation increased since 2005 to reach a
peak in 2010, but has been decreasing since then. Among other
results, the majority of the proposals deals with general model-
ing languages as compared to proposals for domain-specific prob-
lems. EB ImodifJ An interesting number of the proposals are
industry-oriented.

The remainder of the paper is organized as follows. In Section 2,
we describe the paper selection and analysis procedure. In Sec-
tion 3, we present specifically the results of the paper selection
phase. We report the results of the systematic mapping using a
predefined classification scheme in Section 4. The validity of the
study is discussed in Section 5. We briefly outline related work in

1www.eclipse.org/atl/atlTransformations/
2www.transformation-tool-contest.eu/

www.eclipse.org/atl/atlTransformations/
www.transformation-tool-contest.eu/


Process Steps

Outcomes

Definitionlof
ResearchlQuestion

ConductlSearch ScreeningloflPapers Keywordinglusing
Abstracts

DatalExtractionland
MappinglProcess

SystematiclMapClassification
Scheme

RelevantlPapersAlllPapersReviewlScope

Figure 1: The systematic mapping process.

Section 6 and finally conclude in Section 7.

2. PROCEDURE
In order to discover the trends in concrete model transforma-

tions, we conducted a systematic mapping study [14]. The process
defined by Petersen et al. [14] is outlined in Fig. 1. The following
describes the main activities we performed.

Research Objectives
As motivated in Section 1, the modeling community values to know
whether producing model transformations that solve concrete prob-
lems is useful and still considered a research contribution. We,
therefore, formulate our research objectives with the following two
research questions:

• RQ1: What are the trends in concrete model transforma-
tions?

• RQ2: What are the characteristics of these transformations?

Selection of Source
With these two objectives in mind, we determine the scope of the
search to be contributions in the literature that present a model
transformation for a concrete problem. For example, the contri-
bution of [5] is to present the transformation from UML activity
diagrams to Petri nets. Formulating a query that retrieves pre-
cisely research contributions for such concrete model transforma-
tions presents many difficulties, given that this term will most likely
not appear in the title, abstract, or content of indexed publications.
Therefore, we opted for a less specific query even if it meant to re-
view a larger corpus. We used the following search string to query
databases for papers describing concrete model transformations:

(‘‘Model driven engineering’’ OR
‘‘Model driven software’’ OR
‘‘Model based software’’)
AND (‘‘transform*’’ OR ‘‘mapping’’)

Several online databases archive valuable MDE literature. For
this study, we used Scopus3 which has a better coverage than spe-
cific publishers (such as IEEE Xplore and Springer Link) and can
export all results of a search automatically to a workable format
(unlike e.g., Google Scholar). Moreover, we manually added pa-
pers to the corpus from the following specialized forums, which
are likely to have papers of interest to this study: the International
Conference on Model Transformation (ICMT) ; the European Con-
ference on Modelling Foundations and Applications (ECMFA) ; the
International Conference on Model Driven Engineering Languages
and Systems (MODELS) ; and, the Journal on Software and Sys-
tems Modeling (SOSYM)

3 Scopus archives over 55 million records from over 5,000 publish-
ers www.elsevier.com/online-tools/scopus.

2.1 Screening Procedure
Screening is the most crucial phase in the systematic mapping

process [14]. We followed a two-stage screening procedure: auto-
matic filtering, then title and abstract screening. In order to avoid
the exclusion of papers that should be part of the final corpus, we
followed a strict screening procedure. With four reviewers at our
disposal (co-authors of this paper), each article is screened by two
reviewers independently. When both reviewers of a paper disagree
upon the inclusion or exclusion of the paper, a physical discussion
is required. If the conflict is still unresolved, a third senior reviewer
is involved in the discussion until a consensus is reached. To deter-
mine a fair exclusion process, a senior reviewer reviews a sample of
no less than 20% of the excluded papers at the end of the screening
phase, to make sure that no potential paper is missed.

Inclusion/Exclusion Criteria
A paper is included if its title or abstract explicitly mentions a
model transformation in its peculiar context.

Results from the search were first filtered to automatically dis-
card records that were outside the scope of this study: papers not
in the software engineering domain (since the terms “model” and
“transformation” appear in many other fields), with less than five
pages of length (e.g., proceedings preface), not a scientific paper
(e.g., white papers), not written in English, or not published be-
tween 2005 and 2014 (the covered period). Then, papers were ex-
cluded through manual inspection based on the following criterion:
either the transformation is not the main topic of the paper or the
abstract indicates the paper proposes a generalization of a transfor-
mation technique rather than an actual concrete transformation.

2.2 Classification scheme
When we determined the objectives of this study, we already had

in mind some of the criteria with which we were going to evaluate
the papers. While reading all the abstracts during screening, we
refined these criteria until we obtained the classification scheme in
Table 1. It will be used to classify all retained papers along different
categories that are of interest in order to answer our research ques-
tions. The classification scheme will help analyze overall results
and give an overview of the trends and characteristics of concrete
model transformations.

We partitioned each category of the classification scheme into
distinct classes. We assigned each concrete model transformation
to the corresponding class by answering the questions in the sec-
ond column of Table 1. Particular precisions are added to some
categories below.

Intents As recognized by Lucio et al. [3], determining the ap-
propriate intent of a transformation is difficult and subjective. There-
fore, we chose to classify concrete transformations according to the
nine intent categories they propose.

Orientation We consider that an industrial actor is involved ac-
tively if at least one author has an industrial affiliation.

Transformation language A dedicated language is one whose
sole purpose is to perform model transformations, such as ATL [16]

www.elsevier.com/online-tools/scopus


Table 1: Classification scheme

Category Description

Transformation kind

Does the transformation operate on the structure,
mainly the syntax (e.g., migration), or on the be-
havior, mainly the semantics (e.g., simulation),
of the models involved?

Metamodel kind
Do the input and output metamodels describe
a general-purpose language (e.g., UML, source
code) or domain-specific language?

Model kind

Do the transformed models come from industrial
data (e.g., private), from publicly available data
(e.g., open-source), or from made-up toy exam-
ples?

Intent Under which intent category does the transforma-
tion fall, as defined in [3]?

Transformation
language

Is the model transformation expressed us-
ing a dedicated language for transformations
(e.g., ATL), a programming language (e.g., Java),
or in another way (e.g., formally, without imple-
mentation)?

Validation

Is the transformation verified and validated
formally (e.g., proving properties), empirically
(e.g., case study, validated on multiple models),
or is there no validation (e.g., informal argumen-
tation)?

Scope

Is the transformation exogenous (defined on dif-
ferent metamodels), outplace (operates on differ-
ent models, but defined on the same metamodel),
or inplace (operates on the same models) as de-
fined in [15]?

Orientation
Does the transformation involve an author from
industry or only academic authors are con-
cerned?

or QVT [17]. Otherwise, the transformation is either implemented
in a general-purpose programming language e.g., Java, or in an ad-
hoc prototype designed for a specific transformation, as in [18]. A
transformation may also be only described formally or not imple-
mented at all. The latter three are grouped into the other class.

3. SELECTION
Fig. 2 summarizes the flow of information through the selection

process of this study. As mentioned in Section 2, we relied on two
sources to search for the papers to include in our study: Scopus and
specialized forums. For both sources, we considered the period
from 2005 to 2014. In what follows, we present the different steps
of the selection process we followed.

3.1 Paper Identification
The identification step with Scopus was done in two phases:

querying and filtering. We obtained 1 187 candidate papers that
satisfy the search query. We then applied the set of filters described
in Section 2.1 to reduce this number. The filters eliminated 643
papers, which left 544 papers obtained from Scopus.

For the manual addition, we considered all long papers published
in the four MDE forums. We chose 2005 to be our starting year be-
cause that is when the first edition of MODELS started, which is
considered the top venue for MDE research. Prior to that, the UML
CONFERENCE SERIES did not focus on MDE, but on UML and
there was still no common consensus on terminology until then.
Excluding the UML CONFERENCE SERIES, SOSYM is the only fo-
rum that has publications prior to 2005. Thus, to be consistent with
the database identification, we excluded those issues to end with a
total of 591 papers. After combining the two sources, a corpus of
1 135 papers was considered for the screening phase.

3.2 Screening
As mentioned in Section 2.1, each paper was screened by two re-

viewers to decide for its inclusion depending on the four following
exclusion criteria:

1. The paper is not in software engineering field.

2. It is not a full conference or journal paper.

3. The paper is not about model transformation.

4. The main contribution of the paper is not transformation for
a concrete problem.

To support the reviewers in their screening task and automate the
process of the screening results, we used a home-made tool [19].
This interface allows reviewers to iterate over papers, while pre-
senting the authors, title and abstract for each. After reading this
information, the reviewer can either accept the paper by pressing
the OK button, or reject it by selecting an exclusion reason. As the
same reviewer has to go through hundreds of papers, it is possible
to save a session. When all reviewers complete their screening, the
tool compares their ratings and classifies every paper as “included”
(both reviewers accepted), “excluded” (both reviewers rejected), or
“conflict” (one accepted and the other rejected).

In our study, among the 1 135 screened papers, 1 040 were ex-
cluded, 83 were included, and 105 received conflicting ratings (about
9% only). In almost all cases of conflict, one of the reviewers ex-
cluded the paper because the proposed transformation is not the
main contribution of the paper (criterion 4), whereas, the other as-
serted the opposite. We were expecting such conflicts since, in
many cases, it is difficult to decide, only from the title and abstract,
whether a transformation for a concrete problem is proposed and
whether this is the main contribution of the paper. These conflicts
were resolved in physical meetings and only 12 out of the 105 pa-
pers were finally included for a total of 95 papers. For the excluded
paper, the most frequent exclusion criterion was 4, which accounted
for half of the exclusions. The second most important criterion was
3 (40%). That is because many papers cover MDE aspects other
than transformations. Finally, around 10% of the papers were ex-
cluded because of criteria 1 and 2. In fact, these latter criteria were
in place to catch papers that escaped the database filtering.

During the screening, we had to deal with a special group of
papers that propose a generic transformation framework for a cat-
egory of problems. Usually, these contributions include a domain-
specific language (DSL) for expressing the transformations, while
encoding generic transformation modules to support the expressed
transformations. We decided to include the papers when the em-
phasis is put on these generic modules rather than the DSL itself.
Thus, an example of papers that we included is [20] because most
of the proposal is dedicated to the generic transformation of web
2.0 databases into data models. Another example of retained papers
is [8] as it focuses on a domain-specific model to Petri nets trans-
formation templates. In contrast, some papers of the same group
were not included because either the category of target problems
is too large to have significant encoded transformation semantics
(e.g., [21] for tree based data-structures transformations) or the em-
phasis is put on the DSL as in [22] for modeling model slicers.

3.3 Eligibility
After screening, the full text of the 95 papers were read in or-

der to detect situations where the abstract suggested to be in favor
of including the paper, whereas the content of the paper suggested
otherwise. This step excluded 13 additional papers from the study.
Indeed, although the reviewers concluded from the abstract that the
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Figure 2: Flow of information during the selection process

papers satisfy the four criteria, the in-depth examination showed
that the proposed transformations did not represent the main con-
tribution of the papers. The final number of papers considered for
the study is then 82footnote The complete list is available online
geodes.iro.umontreal.ca/modeltransformSMS/.

4. ANALYSIS
In this section, we analyze the retained papers according to the

classification scheme in order to answer the research questions stated
in Section 2.

4.1 Evolution of concrete model transforma-
tions

The number of papers with a concrete model transformation as
a main concern increased since 2005 to reach a peak in 2010 and
has been decreasing since then, as depicted in Fig. 3a. In Fig. 3b,
we distinguish between papers published in general software engi-
neering forums and forums specialized in MDE. We note that both
general and specialized forums follow a similar trend. However, we
notice a shift towards specialized forums around 2010. This is a re-
curring pattern that often occurs when a new research community
gains popularity. The drop in 2013 may indicate that producing
concrete model transformations is becoming a development task
rather than a research endeavor.

4.2 Characteristics of concrete model trans-
formations

Now that we shed light on a general trend in the model transfor-
mation community, we investigate the characteristics of concrete
model transformations in order to answer RQ2, using the classifi-
cation scheme presented in Table 1.

4.2.1 Intent
Three classes of intents account, each, for more than 10% of the

classified papers, as depicted in Fig. 4. The most popular trans-
formation intent class is language translation, which encompasses
a third of the analyzed transformations. Such transformations es-
tablish a bridge between a source and a target modeling language
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to achieve tasks that are difficult (or impossible) to perform on the
source language [23] or to make use of a specific tool [8]. The
second most frequent class of intent is refinement with 22%. Code
synthesis is the dominant transformation as in [7], where wireless
sensor network code is generated from a UML profile. Neverthe-
less, other kinds of refinements are also present, such as refining a
requirement model into a platform-independent model of a multi-
agent system [24]. Semantic definition is another predominant in-
tent class with 12%. On the one hand, there are simulation transfor-
mations that encode the operational semantics of a language, such
as the one in [25]. On the other hand, there are translational seman-
tics transformations, whose purpose is to translate one metamodel
into another in order to define its semantics, as in [26]. The lesser
popularity of the remaining intents (10% or less) is due to the fact
that approaches to perform, for example, analysis and visualization,
already exist in non-MDE technologies. Therefore, the community
has not been focusing on explicitly modeling these tasks by means
of model transformation.

4.2.2 Transformation kind
As depicted in Fig. 5, a striking majority of the papers deal with

structural transformations. Behavioral transformations are scarce,
mostly designed to analyze software evolution and perform simula-
tions. This accords with the distribution of intents. Girba et al. [27]
were precursors and showed how “one can manipulate time infor-
mation just like structural information”. In fact, analysis or simu-
lation of the behavior of systems through transformations are often
preceded by a structural translation of models, in order to reuse ex-
isting tools: e.g., transforming a domain-specific language [28] or
UML [29] into Alloy for analysis purposes.

4.2.3 Scope
The lack of experience of the community in terms of endogenous

transformation is put to light in Fig. 5. Only 13% of the transforma-
tions were endogenous, inplace (e.g., simulating the token behavior
of Petri nets [5]) or outplace (e.g., performing row and column ma-
nipulations on spreadsheets [30]). In fact, this corroborates with the
intent distribution, since the three most popular intents are typically
implemented by means of exogenous transformations. Many of the
proposed endogenous transformations are implemented by mean
of graph transformations (see, for example, [31] and [32]). In addi-
tion to refactoring, simulation and analysis, metamodel-model co-
evolution (e.g., [33]) and metamodel-transformation co-evolution
(e.g., [34]) are naturally favored application domains, as they re-
quire modifying existing models. Other papers deal with model
synchronization (under the model composition intent class), which
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Figure 5: Distribution of scope and transformation kind category

is a special case as one can see it as an exogenous transforma-
tion. Indeed, the synchronization is performed between two mod-
els, generally belonging to two different metamodels. However,
synchronization can also be seen as the evolution of a given model
to handle new constraints resulting from the modification of an-
other model. This is the case, for example, in [35] where the au-
thors propose an algorithm for synchronizing concurrent models.

4.2.4 Metamodel kind
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Fig. 6 shows the distribution of combinations between general-
purpose and domain-specific source and target metamodels of a
transformation. Overall, two thirds of the approaches favor reusing
existing tooling to simulate their systems, thus transforming be-
tween general-purpose languages (e.g., [36]). In particular, (a
subset of) UML is the most frequently used metamodel. General-
purpose languages, such as Ecore (UML), XML [37], and Petri
nets [5], are mostly used as target, again to favor reuse of exist-
ing technologies. Domain-specific metamodels are typically used
in transformations to translate from one language to another [38].
Most of the papers involving source and/or target domain-specific
metamodels deal with business concerns, like QoS in [31] and busi-
ness models in [39]. As another example, Zha et al. [40] describe
an approach to verify workflow processes by translating them into
Petri nets to check for some properties. Other domain-specific
to general-purpose language transformations range from particu-
lar aspects of application development such as user-interface gen-
eration [41] to very specific domains like configuration of video
surveillance systems [38]. Finally, a representative case of DSL-to-
DSL transformations is the one in [42]. In this work, the transfor-
mation aims at migrating models expressed using a General Motors
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As Fig. 7 illustrates, more than half of the transformations are
implemented in a language dedicated to model transformations.
Half of those are implemented in languages considered de facto
standards (ATL [26] and QVT [39]), and the other half with less
popular languages [25, 41].Only 18% of the papers still used pro-
gramming languages for their transformations. These are mainly
written in Java for the Eclipse platform [43], but also Prolog [37]
and XSLT [44]. The remaining 29% of the papers only described
the transformation, either without implementation or by implement-
ing it in a one-time use tool [18]. These observations reveal that
model transformation is being recognized as a paradigm in itself.

4.2.6 Model kind and Orientation
On the one hand, in the vast majority of cases, we found that

scalable examples are not a priority: over two-thirds of the papers
illustrate their results with toy examples, often made up for the par-
ticular work. Although these toy examples cannot provide com-
pelling evidence about the quality of the proposed transformation,
they have the advantage of clearly illustrate the transformation and
then favor its adoption by the potential users [1]. On the other hand,
industrial data shows how strong-built and scalable the technology
is. Among the few cases where large sets of industrial data are in-
volved, it is worth mentioning the work by Hermann et al. [45], in
which data provided by satellite Astra is used to validate the pro-
posed transformation. Sometimes, although industrial data is used,
its size is too small to produce compelling evidence of the qual-
ity/usefulness of the proposed transformation (e.g., see the work
reported in [42]). Larger data models, from industry or that are
publicly available, have been slowly gaining momentum in the past
few years [9], as indicated in Fig. 8. This is certainly influenced
by the fact that an industrial stakeholder was involved for 20% of
the papers, which has happened predominantly in the 2010-2012
period. It is interesting to note that papers with industrial authors
follow the same trend as those with academic authors only: most
publications in 2010, mainly exogenous transformations, but with
more industrial models.

4.2.7 Validation
Concrete model transformations are being validated empirically

more often with time, as illustrated in the bubble graph of Fig. 8.
This observation corroborates with a previous study in 2011 [46].
Indeed, since 2011, MODELS has increased the number of pages
for submissions in order to give more space for a discussion about
validation. Half of the papers have validated their work empirically
as in [9], with a peak in 2012. Nevertheless, most validations were
performed on small examples [39] which reduces the scalability of

the validation to its peculiar context. Furthermore, Fig. 8 shows that
a drop in studies using toy models correlates with the increase of
empirical validation. With respect to the forms of validation, case
studies are the most used with, as mentioned earlier, small illustrat-
ing examples. Still, some contributions, such as [45] and [9], pro-
pose strongly built validations, addressing both performances and
accuracy aspects. Validation is also made by simulation as in [36]
but they remain scarce. Finally, in the very few papers that use the-
oretical validation, this is implicit as the proposed transformation
is itself described formally, e.g., [47].

4.3 Discussion
With respect to RQ1, after tracing correspondences between the

statistical results from this classification, there are two possible
explanations for the trend observed in Fig. 3a: either the interest
in model transformation is decreasing or the model transforma-
tion community has reached an appropriate level of maturity and
adoption since 2013. However, the former should be discarded
because of the continued popularity of transformation-exclusive
venues: ICMT and TTC. Indeed, its main artifacts—concrete model
transformations—have been pulling out from the research litera-
ture since 2009 and are becoming considered as development tasks.
This observation is corroborated by the recent survey in [1], in
which, a large number of surveyed actors use MDE with concrete
domain-specific artifacts. By no means should one conclude that all
transformation problems have been solved. Instead, this indicates
that significant scientific contributions are now being exploited to
solve practical problems.

EB ImodifJ Answering RQ2 suggests that the model trans-
formation community has favored exploring exogenous transfor-
mations, that are structural in order to translate, refine/synthesize
code, or to give precise meaning to models. This is mainly a con-
sequence of wanting to reuse existing non-modeled software, as
opposed to modeling the solution in a model transformation for
behavioral transformations, such as analysis and simulation. As a
result, a plethora of tools have emerged for implementing model
transformation, without one clear outlier. Although languages ded-
icated to model transformations are preponderant, programming
languages are still used. From another perspective, transformations
are seizing to be applied on toy models and, since 2010, are be-
coming more applied in larger case studies. Finally, research in
model transformations is heading for a more stable and grounded
validation. The number of studies validated empirically has been
gradually increasing in the past decade. This confirms the level of
maturity, stated for RQ1, that model transformation is reaching.

5. THREATS TO VALIDITY
The goal of this study is to draw a global portray of the transfor-

mations that are proposed as research contributions. Although we
followed a systematic process, some potential threats could limit
the validity of our results. We next discuss the most important ones.

The first threat is related to the coverage of the existing litera-
ture. It is difficult to be exhaustive about all the published work
on transformations for concrete problems. To maximize the cov-
erage, we selected Scopus, one of the most exhaustive publication
databases. However, as Scopus does not index Springer publica-
tions, we added manually all the papers from the four major fo-
rums in model transformation. EB ITTC -> commentJ EB
ImodifJ Even if we cannot guarantee a full coverage of the pub-
lished material, our sample is large and representative enough to
produce trustworthy results in terms of evolution trends and trans-
formation characteristics.

The second potential limitation is the difficulty to encode the
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scope of the study in a query. Indeed, there are no consensual terms
to refer to concrete model transformation proposals. To avoid miss-
ing relevant paper, we opted for a generic query, which includes the
context of MDE and only the term “transformation” and its vari-
ants. This, however, increased the number of paper to screen. EB
ImodifJ

The third potential threat to the validity of our study is related
to the impact of the exclusion criteria. First, we excluded short pa-
pers, workshop contributions and gray literature. Because we are
studying transformations as main research contributions, we only
focused on long papers of the main research forums and neglected
other contributions, such as technical reports and position papers.
We are aware, however, that for some workshops, fully-fledged
transformations can be published. The second impact of the ex-
clusion criteria is the potential subjectivity of the decision whether
a transformation is the main contribution of a paper. At least, one
of the reviewers worked with a more relaxed meaning of this cri-
terion, which produced the majority of the conflicting results. All
these conflicts were resolved during the physical meeting and did
not require the intervention of the third reviewer.

The fourth identified threat concerns the classification scheme.
In our scheme, all the possible classes of a category are mutually
exclusive, i.e., a paper cannot have more than one class for each
category. Still, the classification was difficult for very few papers
as more than one class was possible. This was particularly the case
for the categories Transformation kind when the transformation in-
volves structural and behavioral aspects, Transformation language
when more than one language is involved, and Validation when
both formal and empirical validations are performed. In such situ-
ations, we weighed the importance of each class and assigned the
most important class. For example, in [6], C code is generated from
structural and behavioral UML diagrams. We assigned the behav-
ioral class to Transformation kind, since this transformation targets
executable code.

6. RELATED WORK
Several works attempted to classify model transformations. How-

ever, to the best of our knowledge, this paper is the first to propose
an empirical study following a systematic mapping for model trans-
formations.

In [15], the authors proposed a taxonomy of model transfor-
mation based on how models are manipulated and their execution
strategies. Related to this contribution, in [4], the authors classi-
fied the features offered by languages to express model transfor-
mations. For a separate but related matter, the authors of [3] have

cataloged the different use cases and intents where a model trans-
formation can be used. We have taken into consideration all these
aspects in the classification scheme we propose for concrete model
transformations. However, unlike this paper, these studies were not
performed following a systematic process.

Nevertheless, there have been several empirical studies about
various aspects of MDE. Concerning the MDE adoption, the au-
thors of [48, 10, 49] performed user studies in the form of in-
terviews and surveys among developers to investigate how MDE
technologies are applied in industry. Similarly and with respect to
the development process, Martinez et al. performed a user study
to compare the performance of maintenance tasks when using an
MDE approach against a code-centric approach [50]. Additionally,
in [51], the authors propose a framework to empirically evaluate
model-driven development of software product lines.

From a product perspective, Vanderose et al. propose an ap-
proach to empirically evaluate quality factors of developed artifacts
in MDE [52]. In the same vein, in [53], the authors performed a se-
ries of user studies to assess the usability of web applications that
have been developed in an MDE process.

The closest study to the one in this paper is [46], where the au-
thors surveyed all publications from MODELS in order to under-
stand the frequency with which empirical evaluations have been
reported. The authors followed a systematic process, but with a
narrower scope: MODELS papers only.

7. CONCLUSION
In this paper, we report on a systematic mapping study to un-

derstand the trends and characteristics of model transformations
for concrete problems. Our study uses a major online database,
Scopus, along with the published articles in the four major MDE
forums. This study, which covers the period 2005-2014, was con-
ducted following the systematic mapping process. First, we col-
lected all publications found by querying the database and by gath-
ering the papers of the specialized forums. Then, we screened them
using their abstract to ensure that they were eligible for our anal-
ysis. Finally, we analyzed every included article to classify the
proposed transformation according to a predefined scheme.

In addition to the findings discussed throughout this paper, our
study is a contribution to a global assessment of the state of research
and adoption of MDE. Indeed, as for any new technology, it is our
duty as a research community to reflect globally on what is rele-
vant for research and what should be treated as technical problems.
In this context, we plan to periodically repeat this study to have
an up-to-date portray of the situation. We also plan to perform a



similar study on additional MDE artifacts, in particular, metamod-
els. Finally, the classification scheme will be evolved to take into
consideration new research results.
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