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Sommaire

Le Model-Driven Engineering (MDE) est une approche de développement logiciel qui

propose d’élever le niveau d’abstraction des langages afin de déplacer l’effort de

conception et de compréhension depuis le point de vue des programmeurs vers celui des

décideurs du logiciel. Cependant, la manipulation de ces représentations abstraites, ou

modèles, est devenue tellement complexe que les moyens traditionnels ne suffisent plus à

automatiser les différentes tâches.

De son côté, le Search-Based Software Engineering (SBSE) propose de reformuler

l’automatisation des tâches du MDE comme des problèmes d’optimisation. Une fois

reformulé, la résolution du problème sera effectuée par des algorithmes métaheuristiques.

Face à la pléthore d’études sur le sujet, le pouvoir d’automatisation du SBSE n’est plus à

démontrer.

C’est en s’appuyant sur ce constat que la communauté du Example-Based MDE (EB-

MDE) a commencé à utiliser des exemples d’application pour alimenter la reformulation

SBSE du problème d’apprentissage de tâche MDE. Dans ce contexte, la concordance de la

sortie des solutions avec les exemples devient un baromètre efficace pour évaluer l’aptitude

d’une solution à résoudre une tâche. Cette mesure a prouvé être un objectif sémantique de

choix pour guider la recherche métaheuristique de solutions.

Cependant, s’il est communément admis que la représentativité des exemples a un

impact sur la généralisabilité des solutions, l'étude de cet impact souffre d’un manque de

considération flagrant. Dans cette thèse, nous proposons une formulation globale du

processus d'apprentissage dans un contexte MDE incluant une méthodologie complète pour

caractériser et évaluer la relation qui existe entre la généralisabilité des solutions et deux

propriétés importantes des exemples, leur taille et leur couverture.

Nous effectuons l’analyse empirique de ces deux propriétés et nous proposons un plan

détaillé pour une analyse plus approfondie du concept de représentativité, ou d’autres

représentativités.
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Summary

Model-Driven Engineering (MDE) is a software development approach that proposes to

raise the level of abstraction of languages in order to shift the design and understanding

effort from a programmer point of view to the one of decision makers. However, the

manipulation of these abstract representations, or models, has become so complex that

traditional techniques are not enough to automate its inherent tasks.

For its part, the Search-Based Software Engineering (SBSE) proposes to reformulate

the automation of MDE tasks as optimization problems. Once reformulated, the problem will

be solved by metaheuristic algorithms. With a plethora of studies on the subject, the power

of automation of SBSE has been well established.

Based on this observation, the Example-Based MDE community (EB-MDE) started

using application examples to feed the reformulation into SBSE of the MDE task learning

problem. In this context, the concordance of the output of the solutions with the examples

becomes an effective barometer for evaluating the ability of a solution to solve a task. This

measure has proved to be a semantic goal of choice to guide the metaheuristic search for

solutions.

However, while it is commonly accepted that the representativeness of the examples

has an impact on the generalizability of the solutions, the study of this impact suffers from a

flagrant lack of consideration. In this thesis, we propose a thorough formulation of the

learning process in an MDE context including a complete methodology to characterize and

evaluate the relation that exists between two important properties of the examples, their size

and coverage, and the generalizability of the solutions.

We perform an empirical analysis, and propose a detailed plan for further investigation

of the concept of representativeness, or of other representativities.
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Chapter 1
in the presence of extraordinary actuality,

consciousness takes the place of imagination

WALLAS STEVENS, IN

‘OPUS POSTHUMOUS’ (1957)

Introduction

All engineering fields employ abstract representations, or models. They are useful for un-

derstanding and simulating complex structures and processes when their execution is not

wanted or possible. Yet, the Software Engineering (SE) community has always considered

models as a secondary artefact. Utility of the models is recognized for the initial understand-

ing of a problem and for drafts of the system under development. They show interesting new

points of view and figure what the system could be but they are quickly left out and fall into

disuse with the advancement of the development process. In other cases, their discrepancy

takes over, avoiding modelling artifacts to cope with the evolution of the software.

Notwithstanding this limitation, the SE community has been striving to address a rising

complexity and a growing need for productivity by means of abstraction. From machine code,

via structural languages and functional languages to object-oriented languages, and domain-

specific languages, the task of writing software has shifted from a programmer perspective

to the broader one of stakeholders (Whittle et al, 2014). Yet, at first glance, the literature

on the matter shows that SE offers a medium of choice to support and facilitate not only the

representation of the problem under study, but also the representation of the software that

will solve it (Bézivin, 2005). In addition, the effort of automation required to link the two is

now offered by an incredible computational power. All the ingredients are there (Mussbacher

et al, 2014).



1. (Meta)Modelling

Unstructured models, such as sketches and hand-written graphic representations are use-

ful to enhance communication between stakeholders (Harman et al, 2012). Yet, as Williams

in his dissertation kindly reminds the reader, with the advent of Model-Driven Engineering

(MDE), models are not considered anymore like mere documentation artifacts but rather as

an effective force in the software development process (Williams, 2013). In order to bring

tangible value to automatic processes involving abstract representations, their translation

into effective executable code must be automated. Indeed, when models are well-defined

(i.e., a metadefinition is provided), automated processes can interpret their structure and

include them. The conversion from MDE abstract representations to concrete implementa-

tion is done using a sequence of automated transformations that generate, from a high-level

model, the executable low-level code (Sendall and Kozaczynski, 2003; Umuhoza et al, 2015).

Thereby, MDE enables a focus on models and moves the development effort from developers

to experts who can in return express themselves directly in the esoteric language dedicated

to their domain. This shift leads to a gain in productivity and a reduction of time-to-market

(Selic, 2003, 2012). In practice, using MDE arguably speeds up responses to requirement

changes, facilitates communication with stakeholders, and increases portability, maintain-

ability, and of course productivity (Hutchinson et al, 2011a,b).

MDE adoption faces a limitation. As mentioned above, the construction of Domain

Specific Languages (DSL) can benefit SE only if the tasks supporting the manipulation of

models are automated. The problem of automation in MDE is twofold. On the one hand,

writing MDE artifacts manually is arduous since it requires knowledge of different natures:

both a strong skillset in modelling languages, which is essential, and an expertise specific

to the application domain. On the other hand, the very specific nature of problems that

DSLs focus on avoids amassing the information required for automation in the traditional

fashion (Babur et al, 2018).

2. Metaheuristics

Metaheuristics builds on the assumption that it is easier to check that a candidate so-

lution solves a problem than to actually construct a solution to that problem (Luke, 2013).

To alleviate the limitation that MDE automation faces, Search Based Software Engineering
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(SBSE) research makes use of metaheuristic techniques to solve complex SE problems (Har-

man and Jones, 2001). It therefore stands that the reformulation of a software engineering

(SE) problem into a Search Optimization (SO) problem is time and effort worthy (Harman

et al, 2012). It also provides a solid support to automate the learning of complex MDE tasks.

From SE to SO, the reformulation consists of only two constituents: a representation of

the problem solution space and a fitness function (Harman et al, 2012, 2015). The repre-

sentation describes the problem at hand, its specificities and constraints. A fitness function

evaluates candidate solutions. In measurement theory lexica, a fitness function merely im-

poses an ordinal scale of measurement upon the individual solutions sufficient to know which

of two solutions surpasses the other. SBSE uses metaheuristics to find (near) optimal solu-

tion(s), i.e., solutions that fall within a specified acceptable tolerance.

The growing interest in the field, with more than 1700 authors participating in the SBSE

repository (Zhang et al, 2014), as well as the number of areas to which SBSE techniques have

been applied, show how “conceptually simple” is the reformulation of SE problem into SBSE

problem (Boussaïd et al, 2017). For our matter, MDE benefits as well from this statement.

We will see how SBSE techniques are useful in addressing the complexity involved in the

automation of MDE tasks.

3. Learning from examples

To our matter, MDE makes it possible to illustrate the expected behavior of a task

through examples of applications. Indeed, an example that is made of a potential input for

that task (a model), coupled with its corresponding output once executed (a model as well),

captures some of the semantics in a black box fashion. The conformance of a solution to a

set of application examples can be used to measure the semantic relevance of that solution.

Therefore, to learn a MDE task, semantics are captured in an example set and the relevance

of a solution is employed as an objective to guide the exploration of the search space. These

semantics are "learned" using SBSE techniques.

On the one hand, the result is an incredible automation potential. Experts do not need

to write the task in MDE language, they can simply provide examples that show how is

that task expected to operate. On the other hand, it also exhibits a strong dependence on

the quality of the examples that were elected to train the algorithm. To convince a broader
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audience, automation needs a safeguard. We believe that a lack of precise definition of that

“quality” hinders the adoption of MDE and we propose to address this issue in the present

thesis.

4. Motivation

More precisely, we see a bottleneck in the process of learning at the very production of

application examples. Indeed, how can we assess that a set of examples is representative

of a problem? And if representativeness cannot be defined exactly, how can we measure

the generalization power of solutions derived with such learning technologies? In other

words, how can we assess that the selected sample (of application examples) illustrates all

possible inputs a task might need to process? It seems to us essential to rationalize the

representativeness of examples in order to avoid the obvious risk of overfit that their limited

number implies. We see this way of estimating the power of the generalization of solutions

produced by learning algorithms as a means to push back the limitations faced by EB-MDE

research.

However, it is strange that, to our knowledge, research teams investigating Example

Based learning have been addressing this requirement by using examples precisely apt to

show the benefits of their study. They are either built ad hoc, or picked from the industry.

The former method conveys concise and comprehensible information; the latter gives a proof

for scalability and some kind of reliability. In all cases, the examples’ representativeness is

not systematically evaluated (Batot, 2015).

5. Thesis contributions

In this thesis, we propose a methodology to account for a meaningful characterization of

application example sets to foster Example-Based automation in Model Driven Engineering

(EB-MDE). We believe that there exists a relation between the representativeness (estimated

by the coverage) of examples used to train an algorithm, and the quality (estimated by the

relevance of the training set) of the resulting solutions. We propose a methodology and

tools to control the production of examples of quality and to derive the knowledge they

embody. We illustrate our words with a direct improvement of the state-of-the-art technic
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for the automatic learning of wellformedness rules (WFR), and we assess our approach with

a meticulous empirical study.

Here, is a list of our contributions:

(1) A formalization of the thorough learning process in three key steps: the

generation of partial examples, their manual completion, and the execution of the

learning by examples algorithm;

(2) A generic framework for model-set selection for learning or testing Model-

Driven Engineering tasks – tailored for example sets generation, with configurable

coverage criteria and minimality;

(3) A significant improvement of one of the most widely spread algorithm for

multi-objective optimization, NSGA-II, with the injection of a social dimension

to the measurement of diversity among a population of solutions;

(4) A pragmatic characterization of examples – assessed with an empirical study

of the relation between example sets coverage and size, and the accuracy of the

automatic learning of WFR.

6. Thesis structure

The thesis is structured as follows. In the first chapter, we depict the general background

of our investigation and introduce MDE and SBSE more thoroughly. We then depict related

studies on learning from examples automation as well as model generation. In Chapter 3,

we portray a big picture of our investigation, the general research map and its landmarks.

Chapter 4 presents our first contribution. We detail the selection of model sets and a case

study illustrating its benefits. The following article (5) presents our second contribution.

We modified the classic multi-objective non-sorting genetic algorithm NSGA-II (Deb et al,

2000) by injecting a social dimension in the evaluation of populations’ diversity. We will

detail the idea, an implementation and a complete empirical evaluation. Finally, we present

in Chapter 6 the characterization of the examples and we investigate how much a change in

coverage and/or size of the examples used to train an WFR-learning algorithm will impact

the quality of the solution. We conclude in Chapter 4 with a brief list of our contributions,

their limitations, and some of the future work we envision.
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Chapter 2

Décrire une formulation en tant qu’énoncé ne

consiste pas à analyser les rapports entre l’auteur et

ce qu’il a dit (ou voulu dire, ou dit sans le vouloir);

mais à déterminer quelle est la position que peut et

doit occuper tout individu pour en être le sujet.

MICHEL FOUCAULT, IN

‘L’ARCHÉOLOGIE DU SAVOIR’ (1969) 

State of the Art

In this thesis, we propose a thorough methodology to evaluate the inductive power conveyed

by a set of application examples in order to assess the quality of the learning process in the

context of MDE. In this chapter, we introduce the context of the study. As a background to

understanding key concepts that are indispensable to our investigation, we briefly describe

MDE’s power of abstraction, how it provides adequate support for the abstract representation

of systems, as well as its fundamental theory and concrete artifacts. We then describe

how SBSE’s power of automation helps to address the complexity of problems confronting

MDE. Indeed, SBSE, by means of metaheuristics, makes it possible to solve problems of

SE which until then could appear unsolvable — or whose resolution would be too complex

to be automated. The reformulation of an SE problem into an SBSE problem requires two

elements: the description of the structure of the potential solutions and a fitness function

capable of ordering the solutions between them. Then, SBSE explores the solution space by

successive refinements of an initial population and evaluates candidate solutions by means of

the fitness function. In more than two decades, the application of GP has proved its worth,

as shown by the plethora of studies identified by the SBSE repository (Zhang et al, 2014).



However, research on SE automation went further. Using application examples to capture

the semantics of a specific task, a semantic guidance can be incorporated into the SBSE search

mechanism. In the last years, Example-Based automation has reached a certain maturity.

Notwithstanding the potential of EB-MDE technics, we introduce how related works suffer

from a fundamental limitation. The point that we would like to stress here is the dependence

on the quality of examples that such a process features. If the examples are representative, the

solution will be good. Yet there exists no consensus on the measurement of representativeness

of examples. After a brief overview of the background, we introduce work on EB-MDE as

well as model generation since they are directly related to our investigation.

In short, this chapter is structured as follow. Section 1.1 presents key principles and

artifacts of MDE. Section 1.2 introduces SBSE and how the reformulation of SE problems into

optimization problems helps MDE automation. This section as well shows how learning from

examples adapts well to SBSE reformulation. Section 2.1 introduces Example-Base Model-

Driven Engineering through different concrete examples of application. Finally, Section 2.2

draws the state of the art of automatic model generation techniques.

1. Background

1.1. Model Driven Engineering

Models have played a secondary role in Software Engineering until the advent of Model

Driven Engineering (MDE). The benefits of using models in Software Engineering has proven

to be greater than in any other engineering discipline (Selic, 2003). Using models fosters the

overall quality of the software product since changes in requirements become changes in the

domain model; it is thus easier and faster to maintain the system (Selic, 2003; Mohagheghi

et al, 2013).

More precisely, MDE assumes that employing domain concepts rather than code imple-

mentation concepts makes the modelling of complex systems easier. Still, a software system

actually operates through its implementation artifacts. That implies that starting from do-

main models, a mechanism is needed to produce, modify, and test low level artifacts. Indeed,

Sendall and Kozaczynski (2003) have shown as early as 2003, that from a high-level model

of a system, the underlying code that will effectively be run can be generated automatically.

Moreover, models are subject to modification and evolution through the software lifecycle.
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Manually modifying an artefact and trying to keep others up to date has proven to be an

arduous task that is often disregarded and prone to errors. Automatic mechanisms are emerg-

ing with works on the co-evolution of metamodel and model (Kessentini et al, 2016), and

semiautomatic mechanisms for the co-evolution of wellformedness rules and metamodel (Ba-

tot et al, 2017). Yet, more work is needed to cope with the discrepancy generated by the

development process (Paige et al, 2016).

1.1.1. Metamodelling

Models in MDE come with a precise definition of their structure. This definition, also

called modelling space or metamodel, allows models to be part of automated processes. Con-

cisely, a metamodel is a model that specifies concepts that form part of a modelling language,

with their possible interrelations and the constraints they must satisfy. Models are instances

that conform to the metamodel’s specifications. A metamodel is thus a model that describes

models at the lower abstraction level.

Model
(Classes & Objects)

M1
User model

Metamodel
(UML)

M2
Engineering model

Real world
Instances - Code

M0
Real world

MetaMetamodel
(MOF)

M3
Linguistic model

Figure 2.1. OMG structure with four abstraction levels

The Object Management Group (OMG) has defined a structure in four levels of abstrac-

tion that aligns with the principles of MDE called MetaObject Facility (MOF1). Levels are

illustrated in Fig. 2.1. First, a metamodelling language (at the linguistic level M3) specifies

1https://www.omg.org/mof/
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the structure of metamodels at the engineering level (M2). A metamodel defines the lan-

guage structure used to represent the instances of a specific domain. A metamodel is also

called Domain Specific Language (DSL). As an example for M2 level metamodel, UML is the

defacto language for software modelling. Then, the level M1 contains instances conforming

to the metamodel described in M2 – or models. An instance of UML will be a diagram - for

example class diagram, activity diagram, sequence diagram. Finally, M0 is the object level,

the real world of which diagrams are representations.

Figure 2.2. Structure of the FamilyTree metamodel

As an illustrative example, Fig. 2.2 depicts a simple metamodel to represent family trees.

A Person has two attributes: its name and surname; and three references. References mother

refers to a meta-class Female and father to a meta-class Male. The reference kids is a

composition, which means that if the instance of a Person is deleted, its referred kids will

be removed from the representation as well. Attributes and references are also called features,

or meta-features. The empty arrows specify that Male and Female are specializations of the

concept Person with specific characteristics.

Figure 2.3. Instance conforming to FamilyTreemetamodel
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Fig. 2.3 illustrates an instance that conforms to the metamodel FamilyTree shown in

Fig. 2.2. It contains three Persons, two Male, one Female. Two of them have a kid, which is

a Male, and whose name is Alphonse. Alphonse has Alice as mother and Bob as father.

More pragmatically, the MetaObject Facility (MOF) “is the foundation of [Object Man-

agement Group] OMG’s industry-standard environment where models can be exported from

one application, imported into another, transported across a network, stored in a reposi-

tory and then retrieved, rendered into different formats (including XMI, OMG’s XML-based

standard format for model transmission and storage), transformed, and used to generate

application code“ (OMG, 2013). MOF benefits the larger and most active modelling com-

munity. The Eclipse Modelling Framework (EMF) is an Eclipse-based modeling framework

and code generation facility for building tools and other applications based on a structured

data model. Its core is described by Ecore metamodel, the “defacto reference implementation

of OMG’s EMOF” (Steinberg et al, 2009).

1.1.2. Precise metamodeling

We have shown previously how to define a metamodel using MOF. However, MOF does

not enable the expression of constraints relating to the use of a metamodel in a particular

domain. Moreover, some hidden contracts, self-evident to an expert but impossible to express

with MOF, might need be considered. To express concise well-formedness rules, another

language must be used. The Object Constraint Language (OCL) (OMG, 2012) makes it

possible to define at the metamodel level pre- and post-conditions on operations as well as

invariants on attributes and references.

Let us illustrate our words with a simple example. In our FamilyTree case, nothing

prevents us from representing a Person which mother is itself. Listing 2.1 expresses this

hidden contract in OCL. Literally, for all and every Person (the metaclass context) an

Listing 2.1. Wellformedness rule ’not-own-mother/father’
Context Person :

inv not -own - mother :
self. mother <> self

inv not -own - father :
self. father <> self

11



instance’s mother (self.mother) must be different from itself (self). Keyword inv stands

for invariant, and not-own-mother[father] are invariant names.

If OCL is very easy to understand with small, legible and clear examples, this is not the

case for larger instances. As a matter of fact, manual writing of OCL constraints turns out

to be arduous, and error prone. To alleviate this issue, Cadavid Gómez (2012) dedicated his

thesis to an empirical investigation of more than 400 metamodel applications from industry

and academe alike. He found that 21 patterns emerge from the use of OCL. 21 patterns which,

composed together with logical operands, permitted the expression of all useful constraints

i.e., with respect to the 400 cases at hand. More precisely, a pattern definition contains the

MOF structure involved, an OCL Expression Template, and parameters. The MOF structure

characterizes the structural situations in which the pattern may apply (e.g., classes and

features involved). The OCL Expression Template defines the type of WFRs by explaining

how the listed parameters are used to express these rules. The description given in Fig. 2.4

details the example of AcyclicReference pattern.

• MOF Structure: The pattern applies whenever there is a class containing a

reference which type is itself. Also, the upper bound of this reference has to

be "many"; this is because the OCL expression invokes on this reference the

operation closure, which can only be invoked on collections.

• OCL Expression Template:

context ClassA inv AcyclicReference : referenceA

->closure(iterator: ClassA | iterator.referenceA)

->excludes( self )

• Parameters: ClassA, referenceA

referenceA
1..*

ClassA

Figure 2.4. An OCL pattern definition: the AcyclicReference pattern

As an illustrative example, Fig. 2.5 shows a generalization of the constraint in Listing 2.1

that involves two instances of a pattern, composed with a logical AND. This constraint

avoids having instances with loops in the ancestry of a Person.

Conclusion: As a take away, we consider that using OCL patterns reduces the solution-

space dimensions. Instead of considering all possible instances that OCL allows to write,

the granularity is set by the rigid representation we decribed: a tree-like structure whose
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AND

self.father->closure()

->excludes(self)

self.mother->closure()

->excludes(self)

AcyclicReference(feature):
self.feature->closure()

->excludes(self)

A1(father) A1(mother)

Figure 2.5. Abstract syntax tree of Wellformedness rule ’ancestry-bares-no-loop’ with in-
stantiations of pattern AcyclicReference

nodes are logical operators, and whose leaves are instances of OCL patterns. We call the

resulting solution space “pragmatic space” since, if its coverage is equivalent to the solution

space (Cadavid Gómez, 2012), its exploration is many times more efficient.

OCL patterns act mainly on the structure of metamodels. Specific knowledge such as

thresholds and rules on literals are little chance to be considered since they are specific to

the targeted application domain. This (more general) problem is illustrated by Clarisó and

Cabot (2018) where authors show how much an iterative process can address the issue. A

consequence to that statement is that a human factor is indeed essential to supervise the

edification of a precise metamodel definition.

1.1.3. Model Transformation

In previous sections, we introduced models, metamodels, and the task of validation with

well-formedness rules (OCL constraints). Another key artifact to MDE is automatic model

transformation, or model transformation (MT). A model transformation can be defined as

the automatic generation of a target model from a source model, according to a set of

transformation rules where each rule analyzes some aspects of the source model given as

input and synthesizes the corresponding target model as output. Both source and target

models conform to their respective metamodels (Kleppe et al, 2003). Applying a MT literally

transforms a model into another one. Fig. 2.6 shows the structure of a model transformation.

The transformation itself is written in a language which metamodel is clearly defined. It can

be a programming language such as Java, or C, or a dedicated language such as ATL2 or

QVT3.

2http://www.eclipse.org/atl/
3https://www.omg.org/spec/QVT
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Source Model Target Model

Target 
Metamodel

Source 
Metamodel

Meta-
Metamodel

Transformation 
Metamodel

Transformation rules

Conforms to
Uses

Figure 2.6. Structure of a model transformation

Transformations with source and target models that conform to the same metamodel are

said to be endogenous, whereas when they conform to two different metamodels, transforma-

tions are said to be exogenous. Exogenous transformations can be separated into vertical and

horizontal. A vertical transformation has source and target models at different abstraction

levels. This is the case for model-to-text transformation, for example, or for code generation

(M2 to M1), as well as for the derivation of concepts from instances. A horizontal transfor-

mation has source and target models at the “same” level of abstraction. For more details

on model transformations, we advise the reader to look at the taxonomy proposed by Mens

and Van Gorp (2006), and the in-depth feature-based classification by Czarnecki and Helsen

(2006).

1.2. Search Based Software Engineering

Search Based Software Engineering (SBSE) advocates for the reformulation of complex

SE problems into optimisation problems. To solve these problems, SBSE uses methods

from a subfield of stochastic optimization (i.e., field of optimization where problem data are

uncertain and modeled through a probabilistic distribution) known as metaheuristics (Luke,

2013).
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1.2.1. Metaheuristics

Luke (2013) argues that “metaheuristic algorithms are used to find answers to problems

when you have very little to help you: you do not know beforehand what the optimal solution

looks like, you do not know how to go about finding it in a principled way, you have very

little heuristic information to go on, and brute-force search is out of the question because the

search space is too large. Nonetheless, if you are given a candidate solution to your problem,

you can test it and assess how good it is”. In short, Search Based Software Engineering

(SBSE) builds on the assumption that it is possible and profitable to reformulate some SE

problems into optimization problems where traditional deterministic automatization technics

fail. The general structure of SBSE methodology is schematized in Fig. 2.7.

Representation and fitness function. To reformulate an SE problem into an op-

timization problem, two concepts must be redefined (Harman and Jones, 2001). The first

is a representation of the solution space — i.e., a description of the structure of candidate

solutions. That description comes with the redefinition of genetic operators such as crossover

and mutations that will stir the solutions’ genotype (syntactic material) during evolution.

The second key concepts to SBSE that must be redefined is the fitness function. A fitness

function is a mechanism able to distinguish which of two solutions performs better. This is in

order to select candidate procreators to produce the next generation. A termination criterion

will decide the characteristics a solution must reach to end the evolution. At the end of the

day, successive generations of solutions will produce near optimal solutions, i.e., solutions

that fall within a specified acceptable tolerance.

Metaheuristic
Algorithm

Solution Space
Representation

Fitness 
Function

Application 
Examples

Concrete
Solution 

Other
Objectives

Figure 2.7. Structure of Search-Based Software Engineering
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The difficulty of establishing meaningful representation and fitness function is not ad-

dressed here. We will, however, briefly discuss briefly principles that may be useful for the

understanding of this thesis. First, it is important to define a search space whose variations

of topology are valued by the fitness function. If the changes from one individual to another

are too abrupt, peaks will take shape in the research landscape and local optima may trick

the search. The evolution may miss potentially better solutions. On the other hand, if

changes from one individual to another are too small, generations may explore many very

similar solutions. A very detailed but slow exploration of the landscape will depend heavily

on the quality of the original population. That being said however, the fitness function must

define a search landscape whose modularity can be strategically explored by generations of

solutions without the risk of falling into some local optimum.

Overall, growing numbers of authors and domains of application assess the accessibility

and usability of the method. A good literature on both fundamentals and applications of

SBSE is found in the literature review by Boussaïd et al (2017).

1.2.2. Computation/Algorithms

Many different metaheuristic algorithms exist. Boussaid makes a fundamental distinc-

tion between two main classes of methods: Single-state and Population-based metaheuris-

tics (Boussaïd et al, 2013).

Single state methods. Starting from a given solution, the algorithm will apply changes,

or mutations, describing a trajectory into the search space. One or more neighborhood struc-

tures must be defined. Arguably one of the simplest metaheuristics, single state technique,

is the process of examining neighboring solutions for a fitter candidate, and once found the

fitter candidate becomes the current solution (Clarke et al, 2003; Luke, 2013). The process

is repeated until an acceptable solution is found.

A popular single state method is ‘simulated annealing’, a technique inspired by the an-

nealing process of metals used in metallurgy. A crystalline solid is heated and then cooled

according to a controlled cooling until it reaches its most regular crystalline configuration

possible. To achieve this, the energy state of the network is minimized, thereby obtaining a

homogeneous material structure. Homogeneity is measured with the fitness function.
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Population-based methods. As opposed to single-solution methods, Population based

methods start from a set of solutions (i.e., a population). One approach, called Evolutionary

Computation (EC) (Fogel, 1999) or Genetic Programming (GP) (Koza, 1992), consists of

a mimic of Darwin’s theory of evolution “On the Origin of Species by Means of Natural

Selection” (Darwin, 1859).

(1) Create an initial 

population of programs

(2) Execute programs 

and evaluate their fitness

(5) Replace the current 

population by the new 

one

(4) Create new programs 

using genetic operators

(3) 

Termination 

criteria

(6) Return the 

best program

No

Yes

Figure 2.8. A classical GP run

Concretely, a first population of N solutions is created, and its individuals are bred until

certain characteristics arise. The breeding can be an endogenous modification of an indi-

vidual such as a mutation in the case of single-state methods; or an exogenous modification

applied across two individuals in the case of Population-based methods. The result is an

improvement in the capacity of individuals against a well-defined fitness function whose main

goal is to define the chance that an individual has to take part in the production of the next

generation. More technically, the easiest way to understand GP is to look at Fig. 2.8. The

first step is to create an initial population (of one or more individuals). Then, these individu-

als are evaluated and, if the termination criterion is not reached, new individuals are created

by mutation and/or sexual reproduction. Newly created solutions are then evaluated using

the fitness function. The process is repeated until the termination criterion is reached. The

main advantage of GP in SE is that it allows solution candidates to be complex executable

artifacts. Once a new solution is created, it can be executed to evaluate its performance.

Another Population-Based method is Swarm Intelligence (SI). Here, the knowledge be-

ing learnt is not contained in a single solution (part of the population) but consists of a

combination of individuals solving each a part of the problem.

The choice between the different methods depends on the structure defined for the so-

lution space and on the designer’s sensitivity. Luke (2013) gives extensive details on each

and every algorithm, including pros and cons, in a remarkable literature review addressed

to undergraduate teaching. Rather than the kind of algorithm to use, what concerns us in
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this thesis is the way in which all these algorithms use the fitness function. More precisely,

we are interested in the opportunity offered by MDE to capture the expected semantics of a

solution through application examples. We will see in more details Example-Based MDE in

Section 2.1.

1.2.3. Multi-Objective Optimization Problem

Wemust add a few words about the design of the fitness function. As we briefly mentioned

earlier, the fitness function tells us how good a solution is. It is an evaluation which is able

to distinguish between two solutions which one is better. However, – due to the high level of

complexity of the problem intended to be solved, this evaluation can rarely be coined into one

single objective. Furthermore, although it is sometimes helpful to combine different criteria

into a single objective, high-level criteria are generally contradictory in nature (e.g., size and

coverage, cost and energetic efficiency) and should be considered apart from one another.

From this arises Multi-Objective Optimization Problem (MOOP). To address this difficulty,

Pareto dominance is a generally well accepted solution. In a nutshell, a solution is Pareto

optimal if no feasible solution exists which would improve some objective without causing a

simultaneous worsening in at least another one.

Figure 2.9. Pareto ranks

The rationale is straight forward: Individual A Pareto dominates individual B if A is at

least as good as B in every objective and better than B in at least one objective. A Pareto rank

is a set of solutions that are not dominating each other. The Pareto-optimal Front contains

solutions that do not dominate each others’ but dominate all other solutions. An illustration
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of Pareto Front using two objectives is found in Fig. 2.9. An optimal solution would reach the

bottom left corner. Deb et al (2000) proposes a Non-Sorting Genetic Algorithm (NSGA-II)

to solve MOOPs. It is now widely used by the SBSE community.

It is important to note that recent research in GP emphasizes that using semantic objec-

tives – i.e., objectives relating to the semantics of solutions while applying genetic operations

acting on their syntax, speeds up evolution and produces more consistent results (Vanneschi

et al, 2014).

Our second contribution is an improvement of GP algorithms in favor of a diversity

relating to social consideration of individuals in a population of solutions. The details of the

evolutionary algorithm mechanisms, as well as the rationale behind social semantics and its

implementation, are depicted in Chapter 5.

2. Related work

2.1. Example Based Model-Driven Engineering

A few years ago, Bąk et al (2013) coined the term Example Driven Modeling to refer to

works focusing on the use of examples during the process of modeling. Authors promote

the use of examples to foster understanding of MDE artifacts: models, metamodels, and

transformations. Examples (i.e., models capturing a specific semantics, or structure, useful

to the understanding of the application domain), coupled with their abstract definition, are

indeed precious communication tools that quicken not only inter-modellers exchange, but

modellers-stakeholders exchange as well (Bąk et al, 2013). This work finds its root in the

idea of a generative perspective on programming (Czarnecki et al, 1997).

If the foundation of SBSE posits that it is easier to say if a solution is good or not

than to actually build a good solution, Example-Based automation of MDE (EB-

MDE) stands that it is easier to provide examples of applications that illustrate

a problem well than to draw a general theory about how to solve it. Indeed, in

the last decade, researchers have shown that it is feasible to feed metaheuristic algorithms

with application examples.
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2.1.1. Learning from examples

We have seen that MDE gives way to capture the semantics of the problem with examples

of application, and SBSE offers mechanisms to support the automatic search of solutions in

a multi dimensional space. In addition, MOOPs enables the consideration of objectives of

a completely different nature during the same search. Thus, an objective can focus on the

semantics a solution must convey to be acceptable; while the other can characterize its syntax

to avoid, for example, solutions from growing uselessly big. When evaluating a solution, one

objective measures the rate of examples accurately processed, and the other objective keeps

its size as small as can be, or any other syntactic needs.

For that matter, MDE looks like a perfect candidate to use SBSE technics to automate

(or learn) complex artifacts. The semantics captured in the examples can be used as a

search objective to evaluate a solution relevance – i.e., the success rate of the solution when

executed on the set of examples. Artifacts are thus learned automatically from examples.

In the case of automatic learning of MDE artifacts, an input and its corresponding output

after execution must be provided to form one example of application. An example is thus

formed by two models: one input and its corresponding output. Their metamodels

describe potential input and output data (or problem and solution spaces). Several teams

have been using examples to learn high-level MDE artifacts. We give here a short list. More

details will be found in Chapter 5.

2.1.2. Learning model transformations

Model transformation is the most studied artifact and figures as a leader in MDE learn-

ing research (Babur et al, 2018). As early as 2006, Varró (2006) proposed a semi-automatic

graph-based approach to derive transformation rules using interrelated source and target

models. Balogh and Varró (2009) have built an extension that derives n-m (instead of 1-1)

rules using Inductive Logic Programming (ILP) and Wimmer et al. propose a similar ap-

proach with mappings defined in a concrete rather than an abstract syntax (Wimmer et al,

2007; Strommer et al, 2007; Strommer and Wimmer, 2008). Similarly, García-Magariño et al

(2009) propose an ad-hoc algorithm to derive ATL n-m rules using example pairs with their

mappings. Later on, teams started to automate the learning of model transformations by

analogy. They do not try to abstract the transformation, they derive the corresponding
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target model from a source model by considering model transformation as an optimization

problem. The problem is addressed using particle swarm optimization (PSO), followed by

a combination of PSO and simulated annealing (SA) (Kessentini et al, 2008, 2010, 2012).

More recently, Faunes et al (2013b) proposed an approach to learn directly the code of trans-

formations from examples. Genetic programming (GP) is used to learn n-m transformation

rules starting from source and target examples without the transformation traces. To learn a

transformation, examples of models are given with their corresponding transformed version.

The approach is enhanced by Baki et al (2014); Baki and Sahraoui (2016) to learn the rule

execution control.

2.1.3. Learning wellformedness rules

As presented in Section 1.1.2, a set of WFRs defines a subspace in the modeling space. To

capture the limits of this space with examples, valid models, i.e., being part of the subspace,

and invalid models, i.e., not being part of it (yet conforming to the metamodel), must be

provided. Faunes et al (2013a) shows that it is feasible to learn wellformedness rules (OCL

constraints) from examples and counter examples with ultimately no extra knowledge.

Faunes’ approach consists in using the set of examples and counter examples to par-

ticipate in the evaluation of candidate solutions during a mono-objective GP run. In this

scenario, a good solution differentiates between valid and invalid models accordingly. The

results are promising but the use of mono-objective seems problematic here. In fact, multi-

objective GP allows dissociating between semantic and syntactic objectives. This permits

the consideration of semantic diversity and thus promotes the generalization power of solu-

tions (Vanneschi et al, 2014). Moreover, authors used oracles (i.e., the expected solution) to

produce examples – which is irrelevant for an execution in vivo.

More recently, (Dang and Cabot, 2014) proposed a framework to infer OCL invariants

from examples. Their work consists of translating OCL in CSP logic and using a solver

to identify candidate solutions. The originality of this work is the consultation of the user

during the process of learning. The process is iterative, and users are asked to check whether

examples make sense and to rebuke the extravagant ones. They are also asked to point out

the specific problematic part of malformed examples when applicable to help with providing
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examples in the next iteration. Later, the user is asked to assess the relevance of the solu-

tion(s) given by the algorithm. To our best knowledge, this is the first time that there is a

concrete evaluation of solutions relevance.

In the same vein, Clarisó and Cabot (2018) show the complexity of expressing and repair-

ing specific misconceptions such as thresholds and complex select expressions. The authors

show that mutation analysis is a good candidate to tackle this issue.

Our third contribution shows a new version of the approach by Faunes in which we

enhance the abstract structure of wellformedness rules with quantifiers and integrate our

discovery about injecting a social dimension in the evolution mechanism. We also consider

user potential insight with the configuration of coverage definition during model generation

(using the tool described in Chapter 4). Finally, the relevance of solutions, as pointed out by

Dang and Cabot, is evaluated to measure the performance of the algorithm. We do not use

it as feedback, since we want to evaluate the dependence of solutions quality on the coverage

and size of the examples for an automatic learning process.

2.1.4. Other applications

In the same vein, Mokaddem et al (2018) published a work to assist pattern recognition

using examples of pattern matching, and Saied et al (2018) used traces of API executions

as examples to derive temporal usage patterns. Finally, Faunes et al (2011) use examples to

derive high-level abstraction from legacy software. These last studies are not directly related

to our investigation since they are looking for patterns, rather than learning a concrete

artifact, but the use they make of examples to lead a search in a multi-dimensional space

will directly benefit from our investigation.

2.1.5. Conclusion

In conclusion, we want to stress a limitation for studies focusing on learning from exam-

ples. All of them use examples they either (1) build ad-hoc for the specific purpose of their

study; or, (2) pick from the industry to show the scalability of their algorithm. BUT — there

is not, to our knowledge, studies focusing on the representativeness of the examples used to

train their algorithms. This is not new in MDE. Since its early days, the MDE community

has been striving to address quality (Mohagheghi and Aagedal, 2007). In 2016 a special issue

on quality in model-driven engineering was published in Software Quality Journal (Amaral
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and Mernik, 2016). Yet, the closest work to our knowledge was done by (Fleurey et al, 2009).

In this work, authors aim at qualifying input data for model transformation testing. Given

the need for qualification of MDE artifacts, we envision that a characterization of examples

for learning will put a corner stone to the improvement of MDE automation.

2.2. Model generation

A very convenient advantage of using well defined models is the possibility to use their

metamodel to automatically generate other models. Research focusing first in test case gen-

eration led to a lot of different tools and methodologies to generate automatically instances

conforming to a given metamodel (Wu et al, 2012).

2.2.1. Model Transformation Testing

Pragmatically, the main goal that guided research on model generation is to provide model

transformation testing with input data (Fleurey et al, 2009). It is a matter of decomposing a

metamodel into fragments to discretize the space it defines. Two kinds of fragments are used.

Model fragments are different strategies to compose object fragments. Objects fragments are

features from the metamodel with their respective different possible instantiation values. The

overall idea is to measure how many of the metamodel constructs have been instantiated to

form a model. The scale becomes how many of the classes and features of a metamodel

need be instantiated at least one to produce a model. We call this measure the coverage

of the model over the modelling space. The feasibility to produce perfect test suites is not

sure (Baudry et al, 2006, 2010), the use of fragments nevertheless brings encouraging results

for learning (Batot and Sahraoui, 2016).

Another aspect to account for during the automatic generation of models is the consid-

eration of complex constraints. The most advanced work that we know of is Popoola et al

(2016). It focuses on generating models for large and heavily constrained metamodels.

As a conclusion, research on model transformation testing led to the formulation of four

essential features a model generator must have to ensure a robust and productive generation:

• Scalability of the technique: Can the technique be used for large size metamodels?

Does it allow to generate large instances?

• Generic approach: How generic is the approach? What is its scope?
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• Flexibility of the application: Does the technique take into account the well-

formedness rules?

• Diversity of solutions: Does the method make it possible to generate various

models? Does it take into account a goal of diversity between the generated models?

2.2.2. Metamodel Instance Generation

To our knowledge, the first work directly related to examples generation was done by

Gogolla et al (2005). In this work “snapshots”, or object diagram instances, are generated

with USE tool (Gogolla et al, 2007) to test and certify UML and OCL models. Other teams

tend to generalize to a broader definition of metamodels (Brottier et al, 2006). They ground

the generation on exploring the structure of the metamodel to produce compliant instances.

Studies and tools come with their pros and cons and no method is unanimously accepted.

The community questions the origins (and consequences) of this lack (Wu et al, 2012).

Three main trends coexist in the field:

• Partition-based coverage criteria, as seen for model transformation testing, con-

sists in generating metamodel instances using criteria formulas to further constrain

the entire generation process. The generation is done with the goal to cover at best

the modelling space.

• Graph-property based criteria consists in generating metamodel instances by

encoding graph properties into formulas according to different scenarios where the

metamodel is translated into a graph (with inheritance). This is the most promising

approach for the generation of one single instance of great size (i.e., instead of set of

instances) but the translation into formulas remains uncertain.

• Generation as Satisfiability Modulo Theory (SMT) problem consists in gen-

erating metamodel instances by translating a metamodel to an SMT problem via a

bounded graph representation. Again, the translation into SMT is not easy – lots

of skills with SMT is required. More, the use of Alloy (Jackson, 2006), on which

most approaches are based on, seems problematic with complex instances and show

a limited scope (Anastasakis et al, 2007; Kuhlmann and Gogolla, 2012).

Whether exploring features strategically or assisted with a constraint solver, the problem

is extremely complex, and the technologies developed so far show limitations either in terms
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of scalability or interoperability (Wu et al, 2012). Most of the existing work on instance

generation, e.g., (Gonzalez and Cabot, 2014; Gogolla et al, 2015), target specific tasks and

purposes without a generalization effort. We also note that none of the studies are concerned

with providing models on the specific purpose to feed learning algorithm.

2.2.3. Model Set Selection

One of our most important difference when generating model sets for learning is the

first-hand consideration we make of the size of the sets. Indeed, when constructing the sets,

an expert must complete each partial example (input model) with its corresponding output

part. It is thus necessary to keep example sets as small as possible. Our adaptation, using

a multi-objective genetic programming algorithm, allows us to consider coverage and size of

the sets independently.

This forms our first contribution (see Chapter 4 for details). In our approach, instead

of generating directly a set of models, we implemented an approach that selects models to

form a covering yet minimal set. It uses a partition-based consideration of coverage, as well

as a size measurement enhanced with a choice between different minimality criteria. In the

same manner, Sen et al (2009) generate hundreds of models and then select a set for model

transformation testing. They use their tool Cartier to generate the models and then perform

mutation analysis to select a (most-)covering set. Our approach also accounts for a specific

coverage definition that the user can specify.

2.2.4. Nota

At the time I am writing these words, a work from Semeráth et al (2018a) came out with

a new coverage measurement definition. This new measurement appears as a significant

improvement in the field since it takes an in-depth consideration of the instantiation (i.e., the

depth and diversity of references’ indirection paths and attributes’ values). The present study

does not use this new methodology due to chronical mismatch. However, we use coverage as

a specific concern and assure its integration is not only possible but relatively easy. One of

our future work is a reproduction of the entire study using this new measurement.
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3. Summary

In this chapter, we presented how MDE benefits from the power of automation of SBSE.

The former offers adequate support for describing both the problem space and the structure

of the desired solution(s). The latter allows the resolution of complex problems thanks

to their reformulation into optimization problems. With the combination of application

examples and metaheuristic algorithms, it has been found that it is possible to automatically

learn very complex MDE artifacts. The conformity of the output of the solutions with the

description given by application examples provides a valuable semantic objective for the

search for solutions. Studies abound in this direction and show the merits and potential of

the method.

However, it seems clear to us that a lack of representativeness in the examples will

impact the quality of the artifact learned. Yet, to our knowledge there has been little

work done to highlight and quantify this relationship. This observation is the basis of our

research contribution. Indeed, we believe that a qualification of example sets based on their

representativity of the problem is essential to the assessment of learning technologies and

furthermore to the automation and adoption of MDE.
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Chapter 3
'The forest will swallow you.'

'Then I will become a tree,' I said.

'Then they will cut you down because of the road.'

'Then I will turn into the road.'

'Cars will ride on you, cows will shit on you, people

will perform sacrifices on your face.'

'And I will cry at night. And then people will

remember the forest.’

BEN OKRI, IN

‘THE FAMISHED ROAD’ (1991)

Research map

The objective of this chapter is to draw a big picture of our investigation. In the previous

chapter, we paid special attention to Example-Based learning approaches and to the advance-

ment of automatic model generation. In following sections, we introduce the general research

map of our investigation before we go into detail about how our approach, at the very in-

tersection of these two fields, contributes in improving Example-Based automation in

Model Driven Engineering (EB-MDE).

1. Thorough learning process

Faunes Carvallo (2012), with his colleagues, did a milestone work proving that SBSE

offers an ideal support to automate the learning of MDE artifacts from examples (or By

Example). His study addresses the learning of wellformedness rules (WFR) (Faunes et al,

2013a) and model transformations (MT) (Faunes et al, 2013b), as well as the derivation of

concepts from legacy code (Faunes et al, 2011). Since then, studies on MT learning have flour-

ished and the overall process has matured significantly, as shown in Chapter 2, Section 2.1.

However, during the same period, only a few attempted to automate WFR inference from
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Figure 3.1. Research map: a thorough process for learning artifacts in MDE

examples. Notwithstanding that difference in maturity, a common trend emerges from the

joint consideration of the different techniques. More generally speaking, we see a recurring

pattern in the process of most of the learning approaches we found. As depicted in Fig. 3.1,

the thorough learning process presents three main steps that exploit different facets of the

task or artefact to learn. At the very beginning (1), a set of partial examples must be pro-

vided. Using a metamodel description, together with some generic criteria such as coverage

and size, enables the automatic generation of model sets. Then, each example must be

completed manually (2). This part cannot be automated since completion comes from the

expertise that an expert of the domain establishes. Finally, with the assistance of a solution

space representation that defines the structure of candidate solutions, a learning algorithm

derives automatically the specific knowledge from the example set (3).

This high-level formalization exhibits one of the limitations that the derivation of knowl-

edge from examples suffers from: a clear over-dependence on the quality of the examples

used. A quality that has not yet been characterized and suffers from a lack of consideration

as a field of investigation of its own. Indeed, if the relation between the representativeness

of the examples used to train a learning algorithm, and the power of generalization of the

solution it yields seems obvious to the community, attempts to qualify this relation remain

scarce. We saw in Chapter 2, Section 2.2.2 how current work on model generation can help

to address this issue.

28



2. Partial example generation
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The first detail we want to point out in the learning process is the importance of disen-

tangling the solution space from the problem space of the task to learn. We mentioned in

Chapter Ô2, Section 2.1.1 that application examples in MDE are generally composed of two

models: one represents a potential input of the task and the other is the corresponding output

after execution of the task. We give examples of application in Chapter 4, Section 2.1. This

distinction allows narrowing the concept of representativeness to the input space

only as highlighted in Fig. 3.2. Thence, representativeness of example sets is measured on

the input part of the examples only. We call this input part a partial example and formalize

the rationale behind in Chapter 6, Section 2.2.

In a MDE context, measuring the representativeness of models has been investigated in

terms of quality of input data for model transformation testing (Fleurey et al, 2009). The

rationale is to ensure that models cover at best the input space described by the input meta-

model (more details in Chapter 4, Section 3.2.2). We investigated first the state-of-the-art

contributions in terms of model generation and proposed a contribution to address current

limitations and to adapt the metamodel instance generation to example set generation. The

main distinction we make resides in the use of a mechanism to concentrate the focus of the

algorithm on the part of the metamodel that matters specifically for the artifact targeted. In-

deed, if coverage is commonly used to assess representativeness of models, covering the whole

modelling space might be unnecessary when learning a specific artifact. If extra knowledge

is available (before hand, or from previous experiments) we offer to customize the gen-

eration with specifications about the coverage criterion. A coverage definition is,

29



in this case, a selection of metamodel elements that shall (not) be considered during the

measurement of coverage. More details are found in Chapter 4, Section 3.1.1. In addition,

we distinguish our work from others with the consideration of the solutions’ size. Since an

expert must later manually complete the partial examples, their number must be kept as

small as possible. In this context, our first contribution fosters the generation of examples.

It is a framework for model set selection tailored to the MDE learning process that provides

ready-to-complete partial examples.

3. Specific knowledge derivation

The last step, once partial examples have been completed with their corresponding out-

put part, is to derive the specific knowledge they embody. As mentioned in Section 2.1.1,

metaheuristics in general and GP in particular offer an effective support for this step and

EB-MDE has gathered considerable attention on the matter. Yet, if work on MT learning

is mature, WFR learning remains slightly behind.

Indeed, Faunes et al (2013a) have proven that automatically learning WFRs from ex-

amples is feasible, however their tool suffers some serious limitations. Their approach was

capable of learning complex sets of rules made of a logical composition of OCL patterns.

Nonetheless, instead of searching for all possible OCL constraints, they focused only on

instances of patterns dealing with reference cardinalities.

Clarisó and Cabot (2018) investigate the difficulty to express and repair specific knowl-

edge in WFRs. They propose an iterative elicitation to address specific thresholds and

complex select expressions that OCL allows to express. Yet, metamodel definitions hold

functional and structural characteristics or semantics that do not depend directly to the

specific domain of application. In our study, we target the generic nature of metamodel with

WFR referring its structure.

More importantly, Faunes et al (2013a) used the expected solution (a set of OCL con-

straints) to generate the examples that were intended to validate their approach. For each

constraint, they generated two models using Alloy solver: one model validating the constraint

and the other invalidating it. In addition to the number of models required (60 in their case),

we notice a bias, since part of the knowledge of the solution is used to construct the input.

It is acceptable for a proof of concept, but ignores that this knowledge is impossible to get
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Figure 3.3. Second contribution: a significant improvement in GP

in vivo. Yet, this early work and specifically its threat to validity provoked our interest

about the importance of diversity not only among examples, but as well among solutions. If

promoting diversity using extra-knowledge as Faunes did, is not an option, diversity remains

of importance in GP.

Indeed, Chapter 2, Section 1.2.3 mentions that a semantic diversity of solutions is crucial

to avoid GP algorithms to fall in local optima. Assessing diversity is arduous, as shown

by the increasing interest in SE (Wyns et al, 2006; Burke et al, 2004), and especially in

MDE (Galinier et al, 2016; Ferdjoukh et al, 2017). Already Deb et al (2000) dedicated a

section of his extraordinary article to draw attention to the importance of maintaining a

diverse population of solutions during evolutionary computation. Later, authors have been

calling for Indirect Semantic methods to optimize metaheuristic efficiency. Indirect Seman-

tics methods "act on the syntax of the individuals and rely on survival criteria to indirectly

promote a semantic behavior” (Vanneschi et al, 2014). In response, we integrated an intel-

ligent consideration of a new kind of diversity. To foster diversity during the execution of

Example-Based algorithms, we employed a facsimile of a well known Information Retrieval

numeral statistics (Sparck Jones, 1988) that reflects how important a word is to a docu-

ment in a collection. In our case, it is about measuring how important is an example to a

solution’s fitness in a population. The rationale behind is to adjust for the fact that some

examples are more frequently solved than others. In a nutshell, each example participation

in the fitness of a solution is weighted by the number of solutions processing it correctly. Our

Social Semantic Diversity measurement (SSD) is dynamic, since it depends on and evolves
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according to the configuration of the population. Detailes are found in Chapter 5, Section 3.

As we will see in Chapter 5, Section 5, using SSD speeds up the computation and fosters

the generalization power of the solutions found. Full details of our implementation (located

at the end tip of the thorough process in Fig. 3.3) are provided in Chapter 6, Section 3.4.2.

4. Example set characterization

Now that we shed light on the two automation spots of the learning process, lets go back

to the general picture to present our approach to evaluate the relation between the coverage

and size of examples and the quality of solutions. To investigate this relation, we conducted

an empirical study following the thorough learning process as presented in the beginning of

this chapter. Fig. 3.4 recalls this process to the reader’s mind and draws the relation between

examples characteristics and the quality of the specific knowledge derived.
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Figure 3.4. Third contribution: a characterization of training examples

To illustrate our approach, we consider the case of Wellformedness Rules (WFR) deriva-

tion from valid and invalid instances in an MDE context. In this case, the specific knowledge

of the task is its ability to differentiate between valid and invalid instances accordingly to

the examples.

We generated sets of partial examples automatically. They are characterized by their

size and coverage. The size, as imprecise as this measure may appear, is a first step in the

measurement theory and figures a solid starting point for the evaluation of complexity of

SE artifacts in general (Fenton and Pfleeger, 1998). We are also interested about a size

measurement since we want to account for the implication of human actors in the process.

The coverage, for its part, is the de facto candidate to address the measurement of model sets

32



representativeness. The community struggles to find a tangible and consensually accepted

definition for coverage. It is still under scrutiny and recent discoveries show a (re)increasing

interest on the matter (Dang and Cabot, 2014). We propose, as a third contribution, a

perspective on the learning process that highlights the importance of size and coverage and

enables the evaluation of their impact on solutions accuracy.

We performed an empirical analysis of the relation between size and coverage of partial

examples and the quality of the resulting OCL constraints. The evaluation is performed

in a semi-real environment in which we know a priori the well formedness rules sought

(OCL constraints provided with the metamodels). These oracles will be used to complete

examples with their output parts. Oracles figures as well a ground truth (or oracle) that

enables measuring the quality of solutions yielded by the algorithm.

The treatment of our experiment consists of deriving knowledge from example sets by

means of metaheuristic algorithm. We ran multi-objective genetic algorithm NSGA-II with

the optimization of the diversity of solutions mentioned in previous section.

We define the quality of solutions, our dependent variable, at three different levels. The

first is a black box that checks whether or not a solution differentiates accordingly a set of

examples. We measure accuracy on examples that were not used during training to try their

generalisability as well. The second is an automatic measurement of the distance between

a solution and the ground truth. To ensure a set of constraints is “close” to another one

is to check if they both manipulate the same elements in the metamodel. We verify that

a solution with a good accuracy manipulates the same elements as the oracle. We finally

perform a manual in-depth comparison between solutions and the ground truth to ensure

that a strong fitness actually accounts for relevant solutions.

Results show how subordinate the generalizability of solutions is to the representative-

ness of examples. These encouraging results let us envision a deeper investigation of size

and accuracy attributes. They also show the numerous factors learning involves and how

much work remains to be done in order to measure precisely the quality of artifacts learned

automatically from examples.
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Résumé. Nous proposons un cadre générique pour la sélection d’ensembles de modèles

pour l’apprentissage ou le test de tâches de l’Ingénierie Dirigée par les Modèles. Nous ciblons

spécifiquement les tâches qui s’appliquent à des modèles ou les manipulent, telles que la

définition de modèle, la vérification de la validité du modèle et la transformation de modèle.

Dans notre cadre, nous considérons la sélection d’ensemble de modèles comme un problème

d’optimisation multi-objectif. Le cadre peut être adapté à l’apprentissage ou au test d’une

tâche spécifique en exprimant d’abord le critère de couverture, qui sera utilisé comme premier

objectif d’optimisation. La couverture est exprimée en marquant le sous-ensemble d’éléments

du métamodèle d’entrée qui sont pertinents pour la tâche considérée. Ensuite, un ou plusieurs

critères de minimalité sont sélectionnés en tant qu’objectifs d’optimisation supplémentaires.

Nous illustrons l’utilisation de notre framework avec les tests de métamodèles. Cette étude

de cas montre que l’approche multi-objective donne de meilleurs résultats que les sélections

aléatoires et mono-objectives.

Abstract. We propose a generic framework for model-set selection for learning or testing

Model-Driven Engineering tasks. We target specifically tasks that apply to or manipulate

models, such as model definition, model well-formedness checking, and model transformation.

In our framework, we view the model-set selection as a multi-objective optimization problem.

The framework can be tailored to the learning or testing of a specific task by firstly expressing

the coverage criterion, which will be encoded as a first optimization objective. The coverage

is expressed by tagging the subset of the input metamodel that is relevant to the considered

task. Then, one or more minimality criteria are selected as additional optimization objectives.

We illustrate the use of our framework with the testing of metamodels. This case study

shows that the multi-objective approach gives better results than random and mono-objective

selections.

1. Introduction

Model-Driven Engineering (MDE) aims at raising the level of abstraction in software

development. It promotes the use of domain-specific languages (DSLs) that can help domain

experts to model their applications and rely on automation for development and maintenance

tasks, such as model transformation, code generation, and model refactoring (Schmidt, 2006).

Unlike for the traditional software development, development artifacts and tasks in MDE
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(metamodels, transformations, etc.) are themselves domain dependent and require specific

knowledge for their definition and testing. Thus, it is important to ensure that they are well

defined.

When the domain knowledge is available and explicit enough, it can be used to manually

define the development artifacts such as modeling languages and transformations. These

are then tested to ensure their correctness. However, when this knowledge is incomplete or

difficult to explicit, existing research has shown us that MDE development artifacts can be

learned from examples (Wimmer et al, 2007; Bąk et al, 2013; Cadavid et al, 2012; Faunes et al,

2013a,b; Kessentini et al, 2011b). In both cases, learning and testing, having representative

sets examples is crucial condition of success.

As models are the core concepts of MDE, it is natural that most of the development

artifacts apply to or manipulate models. For example, well-formedness rules check if a given

model is valid with respect to the domain knowledge. Similarly, model transformations,

refactoring rules, and other activities such as model merging and differentiating, also take

models as inputs. Consequently, the examples for learning and testing such artifacts/tasks

are sets of models together with their respective task outputs/oracles. For instance, a learning

example or a test case for metamodel well-formedness rules is a model with, as output/oracle,

its actual validity. For transformations, transformation rules/programs can be learned from

or tested with a representative set of input models and their respective expected output

models. Whereas input model sets can be automatically generated, the tasks’ outputs/oracles

must be provided by the expert.

Much work has been conducted on generating and selecting models and model sets for

learning and testing MDE development tasks, see, for example, (Sadilek and Weißleder,

2008; Cadavid et al, 2012) for metamodel testing, (Brottier et al, 2006; Fleurey et al, 2009;

Mottu et al, 2012; Sen et al, 2009) for transformation testing, (Cuadrado et al, 2012) for

metamodel definition, etc. However, all this contributions target a specific task (metamodel-

ing, transformations, etc.) with a specific purpose (manual definition, automated learning, or

testing). Consequently, they are difficult to generalize and reuse. In this paper, we propose a

generic framework, our approach, for model-set selection for learning or testing Model-Driven

Engineering tasks. We target specifically tasks that apply to or manipulate models, such as

modeling, model well-formedness checking, and model transformation. In our framework,
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we view the model-set selection as a multi-objective optimization problem. The framework

can be tailored to the learning or testing of a specific task by firstly expressing the coverage

criterion, which will be encoded as a first optimization objective. The coverage is expressed

by tagging the subset of the input metamodel that is relevant to the considered task. Then,

one or more minimality criteria are selected as additional optimization objectives.

To illustrate the use of our approach, we address the well-known problem of metamodel

testing (Sadilek and Weißleder, 2008). We evaluate our approach on this case by comparing

the generated model sets with those obtained by mono-objective and random strategies.

The results of this study show that the multi-objective approach gives better results than

the other strategies and that different combinations of the coverage with the minimality

objectives lead to different trade-offs in terms of coverage and size of the model sets.

The remainder of the paper is organized as follows. In Section 2, we present the basic def-

initions and illustrate the commonalities and differences when learning/testing MDE tasks.

Section 3 describes our approach, the unified model-set selection framework. We illustrate

the use of our approach in Section 4 with the metamodel testing case. Section 4.1 presents

the setup and the results of an empirical study. Finally, after discussing the related work in

Section 6, we give a discussion and a conclusion in Section 7.

2. Problem Statement

The problem we solve in this paper is the definition of a generic framework for the selection

of model sets that can be used to define, learn or test MDE tasks. In MDE, models are

the main concepts. It is then normal that most of the tasks use or manipulate one or more

models. In the remainder of this section, we present examples of tasks manipulating models,

and explore their commonalities. Then, we propose a common terminology, which will be

used in the remainder of the paper.

2.1. Task Examples

2.1.1. Metamodeling

Metamodeling is basically the definition of a modeling language, since it provides a way

of describing the whole class of models that can be represented by that language. This task

needs model examples to ensure, when defining the metamodel, that the concepts brought by
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the domain expert are properly considered (López-Fernández et al, 2013). An example for a

metamodeling task is composed of a model, which conforms to the already-defined version of

the metamodel, and its validity with respect to the represented domain. Thus, after defining

a version of the metamodel, one can generate a set of models that covers as much as possible

the modeling space defined by the current version (Cuadrado et al, 2012). Although a model

set can be automatically generated, the validity of the models to the represented domain

must be manually provided by an oracle/expert. As this manual operation can be costly, it

is better that the generated set of models is as minimal as possible.

2.1.2. Model Well-Formedness Checking

After defining a metamodel, a next step is to reduce the metamodel scope to avoid

ill-formed configurations/instances (López-Fernández et al, 2013). This is done by produc-

ing well-formedness rules (WFR), which qualify models being or not part of an application

domain. WFR can be defined manually when the knowledge about the domain is com-

plete and explicit enough to be formalized in, for instance, OCL expressions. In that case,

model examples are used to test these rules. Alternatively, WFR can be learned from ex-

amples (Faunes et al, 2013a). In this work, WFR are learned from a set of examples and

counter-examples. For learning and testing WFR, examples are model instances tagged as

valid whereas counter-examples are model instances tagged as invalid. Like for the meta-

modeling task, generating model instances can be done automatically. However, tagging

them as valid/invalid is a manual task that cannot be performed on large sets of models in

a reasonable timeframe.

2.1.3. Model Transformation

A model transformation (MT) is the process of transforming a model into another model

or a textual representation according to a transformation specification. MTs are actually

defined at the metamodel level, and then applied at the model level on models that conform

to the considered metamodels (Brambilla et al, 2012). When a transformation program is

defined, it can be tested by verifying that this program produces the expected outputs for a

given set of input models (Baudry et al, 2010), or more generally, outputs that conform to a

given oracle (Kessentini et al, 2011a). A transformation program can be learned from a set of

input models and their corresponding output model (Wimmer et al, 2007; Baki and Sahraoui,
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2016). Hence, a case (example) for testing (learning) a model transformation is composed

of an input model and, for instance, its associated expected output model (Baki et al, 2014).

The quality of a learned transformation and the accuracy of testing a transformation both

rely on the representativeness of the input models with respect to the input space of that

transformation, described by its input metamodel. Actually, a transformation may concern

only part of the input metamodel as stated in (Jeanneret et al, 2011) and (Mottu et al,

2012). As a consequence, automatic generation of models to learn/test MT should maximize

the coverage of the metamodel part concerned by the transformation while minimizing the

number and size of the generated models. As for the two previous tasks, the output part

of the cases is expected to be manually specified/provided. The same reasoning holds for

model refactoring, which is a particular kind of transformation. In this case, the refactoring

operations apply to instances of only a subset of metamodel concepts.

2.2. Commonalities and Terminology

In addition to the previously-mentioned examples, many tasks can be tested and/or

learned by means of selected cases, with each case having an input model (sometimes more

than one) and a manually specified/given output. Examples of such activities are model

evolution, code-generation, and model merge, to name a few.

We showed in this section that these MDE tasks can be tested following a same testing

scenario. They take a model as input for their test cases, and require an expert to write the

expected output (Utting et al, 2012). We showed too that learning an automated task in

MDE requires the same data as the testing: input models and their corresponding expected

task outputs. Moreover, for all tasks, input models of the cases must cover as much as

possible an input space defined by the input metamodel. The coverage definition varies from

one task to another by determining which parts of the input metamodel are concerned by

the task. Finally, another common part to these activities is that providing the oracle for

each generated input model is time and effort consuming. Hence, a model set selection needs

to consider the number/size of the retained models.

To use a uniform vocabulary for the rest of this paper, we introduce in the following

paragraphs a common terminology. We start by defining the concept of task.

Definition 1. A task is any MDE activity that applies to or manipulates models.
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A task can be manual such as defining the structure of a metamodel. In that situation,

giving model instances to the metamodeler helps ensuring that the defined version is correct

with respect to the domain knowledge. The task can be automatic such in the case of model

transformation, refactoring, or validity checking with well-formedness rules. The second

important concept to define is the model-set selection.

Definition 2. The model-set selection is the process of selecting, from a model base, a

set of models that satisfies one or more selection objectives.

The model base can be gathered from existing material or randomly generated. Another

important concept to define is the purpose of the model-set selection.

Definition 3. The model-set selection purpose is the step in the lifecycle of the task for

which the selected models are necessary. A step can be the manual definition, the automated

learning or the testing of the targeted task.

Finally, the last concept we define is the case.

Definition 4. Depending on the purpose and the task for a model set selection, a case is a

pair composed of (1) a model in the selected set and (2) the expected task output corresponding

to this model. A case can be a test case or a learning example.
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Figure 4.1. A generic framework for testing MDE activities

As stated in Section 2, MDE tasks diverge on their coverage definition and in the type

of expected outputs. Fig. 4.1 presents the general architecture of our unified framework. A

metamodel, together with a coverage definition, i.e., its subset, provide sufficient information

to select a set of representative input models. A choice between different minimality criteria,
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which can be combined together, is offered to take into account variations in the minimality

definition. Then, each selected model needs to be completed by an expert to specify the

output expected after the execution of the task on this input model. Coverage definition and

output specification are highly task dependent. In this paper, we focus on the first step,

i.e., the selection of input models. In the remainder of this section, we present the criteria

to optimize during the model set selection. Then, we explain how the framework combines

them in order to select model sets as a multi-objective optimization problem.

3.1. Model set Selection Objectives

3.1.1. Coverage Definition

As we are dealing with inputs models, the coverage that must be satisfied by the selection

process can be expressed in terms of the models’ metamodel. Still, different tasks may

require different modeling spaces. As stated in Section 2, a model transformation task

may be concerned only by the subset of the metamodel’s elements that are targeted by the

transformation, whereas, testing a metamodel may involve the whole metamodel. In our

framework, the coverage criterion is expressed as a subset of the metamodel elements, which

are tagged as mandatory. The remaining elements are optional in the sense that the selected

models may include instances of them, but these are not considered when evaluating the

coverage.
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Figure 4.2. Ecore metamodel
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Choosing and applying a coverage definition is an open topic which usually requires

knowledge from the application domain. For some tasks, the involved metamodel elements

can be enumerated explicitly. For other, the set of metamodel’s elements must be deduced

from a high level specification. To illustrate this second situation, let us consider the task of

learning well-formedness rules.

Suppose we want to learn WFRs to complete the definition of the Ecore metamodel (see

the partial illustration in Fig. 4.2). An intuitive approach to define the coverage is to consider

the whole Ecore metamodel. However, Cadavid, after studying dozens of metamodels, shows

in (Cadavid Gómez, 2012) that there are 21 OCL patterns that are used to express all

the WFRs independently from the considered metamodel. Of course, these patterns are

expressed at the meta-meta-level (MOF). Consequently, for learning WFRs, the process,

rather than searching for any OCL expression that can apply to Ecore, it searches only for

OCL expressions that are instances of these patterns in this metamodel (Faunes et al, 2013a).

A pattern definition contains the MOF structure involved, an OCL Expression Template,

and parameters. The MOF structure characterizes the structural situations in which the

pattern may apply (e.g., classes and features involved). The OCL Expression Template

defines the type of WFRs by explaining how the listed parameters are used to express these

rules. The following description details the example of AcyclicReference pattern.

• MOF Structure: The pattern applies whenever there is a class containing a refer-

ence which type is itself. Also, the upper bound of this reference has to be "many";

this is because the OCL expression invokes on this attribute the operation closure,

which can only be invoked on collections.

• OCL Expression Template:
context ClassA inv AcyclicReference : attributeA

->closure(iterator: ClassA | iterator.attributeA)

->excludes( self ) ;
• Parameters: ClassA, AttributeA

If we want to learn WFRs of type AcyclicReference in Ecore, we have to generate model

cases that cover the different instances of this pattern in Ecore. As shown in Fig. 4.4, classes

"EClass" and "EPackage" with their corresponding one-to-many references, respectively "su-

perTypes" and "subPackages" are the only instances of this pattern.
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Figure 4.3. MOF structure of pattern AcyclicReference
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Figure 4.4. Elements of Ecore tagged as mandatory w.r.t. the pattern AcyclicReference

When considering more patterns, other elements, corresponding to instances of these

patterns, are then added in the tagged list. For example, consider the pattern, ReferenceD-

ifferentFromSelf, which involves classes with cyclic references with 0..1 cardinalities. Then,

a match is the class "EReference" and its reference "eOpposite". These are also tagged as

mandatory elements as depicted in Fig. 4.5. The same reasoning holds for model refactoring

learning or testing. Here the elements to tag are deduced from generic refactoring operations.

Once the mandatory part of the metamodel is defined according to the considered task

and purpose, the coverage calculation is generic and metamodel-independent in our frame-

work as we will explain it in Section 3.2.2.

3.1.2. Minimality criterion

Selection of a set of models with a high coverage could be easily reached if we were

not limited on the number and size of the selected models. However, recall that for each

selected model, we have to complete manually the case by providing the task output for this

44



NamedElement
ETypedElement

lowerBound: int
upperBound: int

NamedElement
EClassifier

NamedElement
EPackage

EStructuralFeature

derived: boolean

EClass EDataType

EAttribute EEnum

derived: boolean

NamedElement
EENumLiteral

+eType

+eSubPackages

+eSuperTypes

0..*

0..*

0..*0..1

0..*

0..*

EReference

containement: boolean
+eOpposite

0..1

Figure 4.5. Elements of Ecore tagged as mandatory w.r.t. the patterns AcyclicReference
and ReferenceDifferentFromSelf

model. For example, to test (or learn) a transformation, an expert could be asked to produce

manually a transformed model for each selected model.

For this reason, the coverage objective should be mitigated by a minimality objective to

find a good tradeoff between the model set coverage and its size. This idea of combining both

objectives in MDE is not new. In (Cadavid et al, 2012), Cadavid et al. combines the coverage

and a dissimilarity criterion in a single objective function to guide the model generation

process. As the selected models should be as dissimilar as possible, solutions with a lot of

models are expected to be penalized by this objective. A limitation to this dissimilarity

criterion is that it is pair-wise, and that two models cannot be fully dissimilar as recognized

by the authors. Thus, they tolerate a certain overlap ratio, given as a parameter. Depending

on the value of this parameter, the number of selected models may be very large.

In our framework, in addition to the dissimilarity between models in a set (DIS), we

consider two other minimality criteria. Firstly, we aim at minimizing the size of the model

set in terms of the number of models (MIN). This criterion, considered alone, could results

in a single (or a few) very large model(s) with a good coverage. To circumvent this side

effect, we can consider the size of the model set in terms of the total number of elements

contained in all the models of the set (MIN-R). In summary:

• DIS guarantees models to be dissimilar pair-wise in the solution set.
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• MIN guarantees the model set to be kept as small as possible in terms of the number

of models.

• MIN-R guarantees the models, in the solution set, to be as small as possible in

terms of instantiated objects.

Each minimality objective has its own advantages and drawbacks. When using our frame-

work, in addition to the coverage objective, one can select one or more minimality criteria

depending on the targeted task. However, although selecting many minimality objectives

may be an advantage, it is known that increasing the number of objectives may compromise

the chances to converge towards the optimal solution. The implementation of these objec-

tives into fitness functions is detailed in Section 3.2.2. The evaluation of their combinations

is studied in 4.1.

3.2. Model-set Selection as MOOP
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Figure 4.6. NSGA-II (Deb et al, 2000)

Coverage and minimality objectives being conflicting in essence, we represent the model

set selection as a multi-objective optimization problem, and we solve it using the non-sorting

genetic algorithm NSGA-II (Deb et al, 2000). Before explaining how we adapt this algorithm

to our problem, let us introduce some basic definitions.

Definition 5. Amulti-objective optimization problem (MOOP) consists in minimizing

or maximizing an objective function vector f(x) = [f1(x),f2(x), ...,fM (x)] of M objectives

under some constraints. The set of feasible solutions, i.e., those that satisfy the problem
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constraints, defines the search space Ω. The resolution of a MOOP consists in approximating

the whole Pareto front.

Definition 6. Pareto optimality: In the case of a minimization problem, a solution

x∗ ∈ Ω is Pareto optimal if ∀x ∈ Ω and ∀m ∈ I = {1,...,M} fm(x) ≥ fm(x∗) and there is

at least one m ∈ I such that fm(x) > fm(x∗). In other words, x∗ is Pareto optimal if no

feasible solution exists, which would improve some objective without causing a simultaneous

worsening in at least another one.

Definition 7. Pareto dominance: A solution u is said to dominate another solution v

(denoted by f(u)� f(v)) if and only if f(u) is partially less than f(v), i.e., ∀m ∈ {1,...M} we

have fm(u)≤ fm(v) and ∃m ∈ {1,...,M} where fm(u) < fm(v).

Definition 8. Pareto optimal set: For a MOOP f(x), the Pareto optimal set is P ∗ =

{x ∈ Ω|¬∃x′ ∈ Ω,f(x′)� f(x)}.

The idea of NSGA-II (Deb et al, 2000) is to make a population of candidate solutions

evolve toward the near-optimal solution in order to solve a multi-objective optimization

problem. NSGA-II is designed to find a set of optimal solutions, called non-dominated

solutions, also Pareto set. A non-dominated solution is the one which provides a suitable

compromise between all objectives without degrading any of them. As described in Fig. 4.6,

the first step in NSGA-II is to create randomly a population P0 of N/2 individuals encoded

using a specific representation. Then, a child population Q0, of the same size, is generated

from the population of parents P0 using genetic operators such as crossover and mutation.

Both populations are merged into an initial population R0 of size N , which is sorted into

dominance fronts according to the dominance principle. The first (Pareto) front includes the

non-dominated solutions; the second front contains the solutions that are dominated only by

the solutions of the first front, and so on and so forth. The fronts are included in the parent

population P1 of the next generation following the dominance order until the size of N/2 is

reached. If this size coincides with part of a front, the solutions inside this front are sorted,

to complete the population, according to a crowding distance which favors diversity in the

solutions (Deb et al, 2000). This process will be repeated until a stop criterion is reached,

e.g., a number of iterations or all objectives greater than .99.
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3.2.1. Solution Representation and Solution Creation

As our goal is to maximize the coverage of a metamodel or a subset of it, with a minimal

set of models, a solution for our problem refers simply to a set of models. Actually, we trans-

form the model generation problem into a model selection one. In a first step, we randomly

generate a base of models for the considered metamodel. To this end, we use AtlanMod instan-

tiator 2. This tool allows to generate models in XMI format from a metamodel described in

Ecore. The expected number of models, number of objects per model, maximum number of

attributes and references, and maximum depth of the references can be specified. The gener-

ator produces the required number of correct instances (invalid instances, w.r.t multiplicity

constraints, identified by the tool are ignored). It is configured with a uniform distribution,

i.e., when a maximum number is given for attributes/references/depth, any number below

the maximum has the same probability to occur. We repeat the generation process with

different model sizes to produce a large base of examples. For our experiments, we generate

10000 models of 2 to 200 objects.

In a second step, our optimization algorithm explores the set of subset of the model base

to select the one which satisfies the coverage and minimality objectives.

3.2.2. Objective Functions

The objective functions assess the ability of a solution to solve the problem under con-

sideration. To evaluate solutions (i.e., model sets), we consider the coverage and minimality

objectives: maximizing the coverage of the problem space by the model cases, and constrain-

ing the resulting set to be as small as possible.

Coverage computation. To assess the coverage of the modeling space by a set of

models, we use the work by Fleurey et al. (Fleurey et al, 2009). This work is considered as

the state-of-the-art in partitioning a metamodel in order to distillate interesting structures

from its features. We rate coverage upon this assumption. Based on Ostrand et al. (Ostrand

and Balcer, 1988) category-partitioning method, the authors decompose the static structure

of a metamodel in three hierarchical levels: the metamodel fragment partition MFP contains

model fragments, themselves composed of object fragments.

2https://github.com/atlanmod/mondo-atlzoo-benchmark/tree/master/fr.inria.atlanmod.
instantiator
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An object fragment is the association of a possible value (or a range of values) to a

structural feature (attribute or reference) in the metamodel. To this end, each feature

is partitioned, beforehand, into a set of (ranges of) values. For example, an integer-type

attribute P of a class C is partitioned into three categories: {P=0, P=1, P>1}. For a

given metamodel, an object fragment is defined for each category of the partition of each

attribute/reference, e.g., of(P,0).

A model fragment contains one or more object fragments. We considered two strategies to

define the model fragments. For the AllRanges strategy, a model fragment is defined for each

object fragment, e.g., mf((P,0)). For the AllPartitions strategy, we define a model fragment

for each attribute/reference as a set of object fragments of the corresponding partition,

e.g., mf((P,0),(P,1), (P, > 1)). Fleurey et al. present two more strategies in order to cope

with the combinatorial explosion of the partitioning of large metamodels.

For a given model instance mi, a model fragment mfj is covered by mi if all the object

fragments in mfj appear in mi. We denote this property by covering(mfj ,mi) = true.

Starting from this, it is possible to derive the set of model fragments covered MFC(ms) by

a set of models ms (a solution in our problem). Then, our coverage objective function is

defined as the proportion of model fragments covered by the candidate solution ms over the

metamodel fragment partition MFP. Formally:

coverage(ms) = |MFC(ms)|
|MFP |

Recall that only the elements of the metamodel tagged as mandatory are considered, in

the definition of MFP, for the coverage evaluation.

Minimality computation. We consider three different minimality criteria DIS, MIN,

and MIN-R. For the dissimilarity DIS of a solution, we use the definition from Cadavid et

al. in (Cadavid et al, 2012), formally:

DIS = 1− excessCovering

(MFRT ×#fragmentsCovered) (3.1)

where excessCovering is the number of fragments covered in more than one model of the

solution, #fragmentsCovered is the number of fragments covered by the model set, and

MFRT = #fragments×overlapRatio (3.2)

49



The coefficient overlapRatio refers to the tolerated percentage of overlap between two mod-

els. This is set to 0.1 in our evaluation, as suggested by Cadavid et al. (Cadavid et al,

2012).

Then, we consider as minimality MIN of a solution ms the number of its models. However,

it might be interesting to normalize this objective in the interval [0,1]. In this context, the

worst case being that each model covers only one fragment of the partitioned metamodel,

MIN is normalized by the number of fragments in the MFP. MIN is defined as follows:

MIN = 1− |ms|
|MFP |

(3.3)

Finally, to take into consideration the variation in size of models among the solution set,

the third minimality criteria MIN-R uses the number of objects instantiated in the models of

the solutions. Here again, we normalize the size by the number of fragments and the average

size of the set models. Formally,

MINR = 1−
∑

mi∈ms(size(mi))
|MFP |×avg_model_size

(3.4)

where size(mi) is the size in term of objects of a model mi and avg_model_size is the

average size of the solution’s models.

For MIN and MIN-R, our normalization uses approximations of the maximum number

of models and the maximum number of objects in a solution. These numbers can be under-

estimated, which could results in negative values for MIN and MIN-R. In that situation, we

set the lower bound of MIN and MIN-R to 0. The goal of normalizing the three minimality

criteria is to allow the combination of all the objective values, including the coverage, when

selecting a unique solution among the Pareto front as explained in Section 4.1.

3.2.3. Genetic Operators

As mentioned earlier in this section, when evolving a population of solutions, NSGA-II

derives new solutions from existing ones using crossover and mutation operators. The goal

of the crossover is to find new, and possibly better, combinations of the genetic material

present in a population. The mutation allows to inject new genetic material to possibly

improve the population of solutions. As illustrated in Fig. 4.7, the crossover operator, in

our framework, uses the single cut-point crossover. Each parent solution (set of models) is
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divided into two model subsets according to a randomly picked cut point. Then the model

subsets of the parent solutions are exchanged to form two new model sets.

The mutation operator selects randomly a model in a solution (model set) and replaces

it by a new model randomly picked in the model base.

M

1-1

M

1-2

M

1-3

M

1-4

M

1-5

M

2-1

M

2-2

M

2-3

M

2-4

New model 

from model base

Parent 1

Parent 2

M

1-1

M

1-2

M

1-3

M

1-4

M

1-5

M

2-1

M

2-2

M

2-3

M

2-4

Point-cut

Child 1

Child 2

Crossover

M

1-1

M

1-2

M

1-3

M

1-4

M

1-5Parent

Mutation
M

1-1

M

1-2

M

1-3

M

1-6

M

1-5
Child

: ModelM

X-X

Figure 4.7. Crossover and mutation adapted in our framework

4. Case Study: Metamodel Testing

MDE considers metamodels as development artifacts. They can be used to derive other

artifacts automatically. We need, then, to ensure that a metamodel is correct before using

it. Papers focusing on metamodel testing remain scarce. Wu et al. (Wu et al, 2012), in their

literature review, highlight four main intents in metamodel instance generation/selection,

and testing is not part of them.

During the metamodeling activity, the first step consists in ensuring that what the expert

wants to express can be actually expressed. The expert usually explains the main concepts

she wants to handle to the modeler. Testing a metamodel can be done in a iterative pro-

cess (Cuadrado et al, 2012). As soon as a first draft has been erected, it can be used to

generate models automatically. These generated models are shown to the expert. She then

decides if they are or not part of the correct modeling space (oracle). During the next steps,

the annotated models are used to refine the structure of the metamodel. Models are gen-

erated after each refinement exhibiting the corner cases of the metamodeling space and the

expert annotates them again. This iteration is repeated until no more invalid models are

generated, i.e., the metamodel fits to the application space.
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In this section, we show how our generic framework can be applied to metamodel testing

and evaluate this application. With respect to the objectives, we consider the whole meta-

model to evaluate the coverage, i.e., we tag all the elements as mandatory. Indeed, as the

metamodel defines the modeling space, we have to select a representative set of models that

covers this space. For the minimality, we study each objective separately and the two-by-two

combinations.

4.1. Evaluation

Our approach is implemented in Java using Eclipse Modeling Framework (EMF) to ease

the use of complex metamodels written in Ecore. Model instances are encoded in XMI (XML

Metadata Interchange).

In the remainder of this section, we present our research questions and the experimental

setup.

4.1.1. Research questions

RQ1:: Are the results of our approach attributable to the search strategy or to the

number of explored solutions? We answer this question by exploring the same amount

of solutions by our algorithm and by a random search, and compare the best solutions

from both strategies.

RQ2:: Is our approach better than a mono-objective multi-criteria search? To answer

this question, we compare the results of our approach to those of a classical genetic

algorithm with a single objective that combines the coverage and minimality criteria.

RQ3:: What combination of the minimality criteria gives the best tradeoff between cov-

erage and solution size? We answer this question by running both our approach and

the mono-objective algorithm with all combinations of one or two minimality criteria,

and compare the resulting alternatives. We did not consider the three minimality

criteria at the same time since, with NSGA-II, it is difficult to converge towards

interesting solutions with four objectives (including the coverage).

4.1.2. Experimental setup

Metamodels To assess our selection process, we executed the algorithms on three differ-

ent metamodels: two small ones, Feature Diagram which contains 5 classes and 8 features, and
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Composite State-Machine which contains 4 classes and 10 features; and a larger one, ATL2.0,

with 84 classes and 146 features.

Model base. As we are using a fixed model base to select the representative model

sets, we have to ensure the diversity of the models in that base. Therefore, we run the

Instantiator to produce 10.000 models with different structural characteristics. During the

generation, we varied the expected size of models from 2 to 200 classes (with steps of 10),

and we picked randomly the numbers of attributes and references in a range of 0 to 14.

The depth of reference chains is picked between 0 and 10. We took those numbers from

common knowledge about the statistical structure of metamodels and its correlation with

the practical use. These parameters can be changed in our framework. At the end, the

10.000 models generated are stored in the base from which the initial population of solutions

is created and from which the models are randomly picked for the mutation operator. During

the execution, even if our approach allows to specify which range of size the models must

have to be picked, we took all the models present in the base.

Best solution selection. A multi-objective algorithm gives a set of near-optimal so-

lutions (Pareto set). In an application scenario, an expert decides which solution to select.

However, for our evaluation, we have to choose a solution among the Pareto set to compare

our algorithm with those producing a single solution. Choosing such a solution in a multi-

objective setting is a well-known problem as explained by Murashkin et al. (Murashkin et al,

2013). In these experiments, we select the solution having the lowest Euclidian distance

with the ideal solution having all objectives equal to 1. Additionally, as all the studied al-

gorithms are probabilistic by nature, we executed each algorithm 30 times and compare the

distributions of the results.

Algorithmic parameters. When parent solutions are selected, the crossover and mu-

tation operators are applied with a certain probability. High mutation probability on a

solution with a few models would have a dramatic impact, i.e., changing one model in a set

of two models would results in a big variation of the coverage. However, such a probability

would have a limited impact for solutions with a lot of models. As generally the average size

of solutions is correlated with the size of the metamodel, we considered different mutation

probabilities: 0.7 for the largest metamodel ATL2.0, and 0.35 for the smallest metamodels

Feature Diagram and Composed State-Machine. The crossover probability is set to 0.9 in all
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cases. We ran both the mono- and multi-objective algorithms with a population size of 100

model sets during 800 generations.

5. Evaluation Results

For the small metamodels, all the approaches produced solutions with high coverage and

a very few models. For questions RQ1, RQ2, and RQ3, we did not observe any notable dif-

ference. The results reported in the following paragraphs are only for the largest metamodel

ATL2.0.

5.1. RQ1: comparison between our approach and a random search algorithm
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Figure 4.8. Coverage for ATL2.0

Results of the comparison between a random selection and our approach are shown in

Figures 4.8 and 4.9. Random selection builds sets by randomly picking models from the

model base. To have a fair comparison, the random selection produces 100×800 model sets,

which corresponds to the number of model sets explored by our approach (800 generations

of 100 model sets each). The size of the set is randomly set (between 0 and 40) for each

iteration of the random selection and for the initial population in our approach. As it can be

seen in Fig. 4.8, column 1, the coverage for 30 random executions is by far lower (an average

of 66%) than the one of our approach (an average of 91% for the best case and 83% for

the worst case). Moreover, our algorithm produces uniform results (flat boxplot) compared

to the random search, for which the coverage varies from 44% to 76%. Both the random
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Figure 4.9. Size of solutions for ATL2.0

search and our approach have the best solutions with small model sets (around 18 models

per solution) as shown in Fig. 4.9, column 1.

5.2. RQ2: comparison between our approach and mono-objective

Now that we established that the quality of results is attributable to our search strategy

and not to the number of explored solutions, the next step if to assess if a multi-objective

search brings a benefit compared to a mono-objective search. For the mono-objective genetic

algorithm approach, we use a single-objective function, defined as the average of the coverage

and the minimality values. Formally:

fmono(s) = COV (s) + minimality(s)
2 (5.1)

where minimality(s) can be DIS, or MIN functions as stated in, respectively, equations 3.1

and 3.3. Additionally, we use the crossover and mutation operators of our multi-objective

approach with the same probabilities.

In Fig. 4.8 and Fig. 4.9, columns two and three present the result of a mono-objective

algorithm using a combination of the coverage with, respectively, DIS and MIN. Columns

four and five give the results for respectively the same configurations of our approach.

The mono-objective algorithm produces a higher coverage value when DIS is used (93%

on average compared to 88%). However, this comes at the cost of having very large model

sets (70 on average compared to 13 for the multi-objective counterpart). When MIN is used
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our approach produces a higher coverage (91% on average compared to 87%) with almost

the same number of models and the same number of objects per model.

In conclusion, when considering the coverage with a minimality criterion, our approach

achieves the best tradeoff between the coverage and the minimality for model set selection.

The coverage can be higher with the mono-objective algorithm but with very large solutions.

5.3. RQ3: comparison between combinations of the minimality objectives

Different combinations of minimality objectives result in different trade-offs between the

coverage and the size of the solutions. As shown in Fig. 4.8 and Fig. 4.9, when selecting a

unique criterion (columns four to six), MIN and MIN-R have better coverage values than

DIS with almost the same number of models in the solutions. However, DIS tends to have

smaller models as shown by the boxplots of the average number of objects. When considering

two minimality criteria (columns seven to nine), the combination of DIS with MIN gives the

best results in terms of coverage but also in terms of the model average size. The only weak

point is a slightly higher number of models in the solutions.

In conclusion, there is not a clear winner for the minimality criteria combinations. The

combination of DIS and MIN seems, however, more promising than the others.

5.4. Performance
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As stated in Section 5.1, we ran the experiment 30 times for each combination for 800

generations having, each, 100 solutions. The computer used is a classic desktop with an

Intel(R) Core(TM) i7-4770 @ 3.40 GHz with 32 Go RAM. The execution of our algorithm

takes less than a minute with small metamodels. With the larger metamodel (i.e., ATL2.0),

the execution time depends on the algorithm and the objectives chosen, as shown in Fig. 4.10.

When considering one minimality criterion and with the mono-objective strategy

(columns two and three), DIS makes the execution time more volatile, although the median

is almost the same for DIS and MIN (around 15 minutes). This can be explained by the

fact that DIS tends to select solutions with many models that have to be compared pairwise

as explained in Section 3.1.2.

With the multi-objective strategy, (columns four to six), the execution proceed faster,

especially when MIN or MIN-R are considered (around 10 minutes). The execution time is

almost doubled when considering two minimality criteria (around 21 minutes) as it can be

seen in columns seven to nine. In addition to the cost of evaluating an additional objective,

an extra-cost is brought by the dominance computation to define the fronts.

These figures are acceptable since the process of generating instances does not require

a real-time execution. Still to reduce this time, we experimented with 500 generations

(instead of 800). With this setting, we almost cut the execution time by half while limiting

the degradation of the coverage. In this context, we improved our framework by allowing the

user to achieve a good compromise between the execution time and the coverage by offering

her the possibility of monitoring the coverage evolution and of stopping the execution when

results are judged acceptable.

5.5. Discussion

The above-mentioned observations are statistically significant, i.e., Mann-Whitney test

with a p-value < 0.05. The significance and effect size of the tests used to answer the research

questions are summarized in table 4.1. Results show that our approach is a better alternative

than random and mono-objective strategies for model case selection for the metamodeling

activity. However, there is no clear best combination of the minimality objectives.

Our framework is generic enough to consider different definitions of the coverage (inten-

tional definition) together with a selected composition of minimality definitions (extensional
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RQ1 RQ2 RQ3
col. 1 vs col. 4 col. 2 vs col. 4 col. 4 vs col. 7
p-value Cohen’s d p-value Cohen’s d p-value Cohen’s d

Coverage < 0.01 High < 0.01 High 0.86 Low
Size: # of models < 0.01 High < 0.01 High 0.83 Low
Size: average # of objects < 0.01 High 0.530 Low < 0.01 high
Execution time < 0.01 High < 0.05 Medium < 0.01 Low
Table 4.1. Statistical significance and effect size for the differences between alternatives of
col. 1 (random), col. 2 (mono-objective with DIS), col. 4 (multi-objective with DIS), and
col. 7 (multi-objective with DIS and MIN)

definition). We have, however, to acknowledge the following limitations. Firstly, we generate

the model base without taking into consideration the characteristics of the studied meta-

model. Small metamodels may require model bases with relatively small models, whereas

large metamodels may need large bases. It will be interesting in the future to ensure the diver-

sity/variability of our model base with respect to the considered metamodels and tasks, and

to consider the situation where the model base is gathered from existing models. Moreover,

we plan to consider more large metamodels to study the generalizability of our approach.

Another important aspect is to evaluate the impact of the selected model sets on the

quality of the targeted task. For example, when testing a transformation, one can measure

the number of errors found thanks to the selected set of model cases. Similarly, when learning

WFRs, we can evaluate the correctness of the WFRs obtained by a set of selected model

cases.

Finally, we do not handle the case of manual completion after selecting a set of models.

We believe that we can define common aspects of this activity to support the expert work.

6. Related Work

Our contribution crosscuts different research fields: (1) model/instance generation/selec-

tion, (2) testing MDE tasks, including search-based testing, and (3) learning MDE artifacts

by examples. In the remainder of this section, we discuss some of the existing work in those

fields.

For model instance generation, Wu discussed, in a literature review (Wu et al, 2012),

algorithms used and fields investigated for/in model instance generation. His conclusion,

which reflects a general trend in the modeling literature, states that instance generation is
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mostly investigated in order to feed model transformation testing algorithms. He does not

mention multi-objective model generation, nor metamodel testing as a goal for the generation

process. Most of the existing work on instance generation, e.g., (Gonzalez and Cabot, 2014;

Gogolla et al, 2015), target specific tasks and purposes without a generalization effort. In

particular, Ehrig et al. (Ehrig et al, 2006) propose an approach to translate metamodels into

graph-grammars in order to use them to generate model instances. Although, the authors

give the principles of the model generation, they did not implement this part nor validate it

in terms of coverage. Other limits of this approach, i.e., completeness and rule complexity,

are pointed out by Hoffmann et al. (Hoffmann and Minas, 2010). Other teams use constraint

logic programming to derive instances (Ferdjoukh et al, 2013; Wu, 2016). Metamodels are

translated into constraint satisfaction problems and SAT/SMT solvers are used to find an

instance conform to the metamodel, or to prove that no instance can be found. Here again,

the coverage is not targeted by these approaches. Gonzales-Perez et al. (González Pérez et al,

2012) use a similar approach for the verification of EMF models. Finally, Sen et al. (Sen

et al, 2009) use Alloy (Jackson, 2006) to generate instances satisfying a translated version

of the metamodel. However, the UML to Alloy translation is restrictive and challenging as

pointed-out in (Anastasakis et al, 2007).

As these studies do not address the same problem, it is difficult to compare our approach

with them. Indeed, we propose a generic model set generation framework that can be applied

to various MDE artifacts and tasks, with the concern of minimizing the size of the generated

sets.

In MDE testing, an extensive body of research work has focused on model transformation.

On the other hand, metamodel testing has gathered less attention. Selim et al. (Selim et al,

2012), organize the transformation testing process into four phases: producing the test cases,

assessing the test cases, producing the oracle function, and performing the test. To evaluate

a test suite, authors use mainly a coverage criterion applied on the transformation’s input

space (see, for instance, (Brottier et al, 2006; Fleurey et al, 2009; Gonzalez and Cabot, 2014)).

Gogolla et al. (Gogolla et al, 2015) decompose the coverage using classifying terms. Mutation

analysis is another way to assess the generated input cases as described (Jia and Harman,

2011; Aranega et al, 2015). Guerra et al. (Guerra, 2012) take the specification as a guide

for test generation. Finally, oracle definition is an open topic, and many oracle functions
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have been proposed (see, for example, the recent work by Finot et al. (Finot et al, 2013)).

In these research contributions, a clear focus is put on the coverage definition. However, the

different possibilities to achieve the minimality of test suites are rarely discussed.

The other family of work in MDE testing target the metamodels. Obviously, the accuracy

of a metamodel must be assessed in order to reason about its modeling space. This vision is

supported by Sadilek et al. (Sadilek and Weißleder, 2008) who consider that the field is not

investigated enough. To test metamodels, Cadavid et al. (Cadavid et al, 2012) explore the

boundaries of the modelling space using an mono-objective evolutionary algorithm. Other

teams focus on the interaction between modellers and stakeholders (Cuadrado et al, 2012).

Both exhibit the need to have representative, yet small, sets of testing models.

The work of Cadavid et al. (Cadavid et al, 2012) falls in the category of search-based

testing. Search-based testing aims at defining one or more functions that capture the testing

objectives (Anand et al, 2013). Search-based test case generation is one of the most active

fields in the search-based software engineering community for many resulting in many ap-

proaches and tools. A quick look at the SBSE repository (Zhang et al, 2014) shows that

more than 700 papers in SBSE, published between 1975 and 2015, are dealing with test-

ing and/or debugging, and a large portion of these papers relates to test case generation.

Nonetheless, as pointed out by Harman et al.in a recent study (Harman et al, 2015), multi-

objective search-based approaches are still scarce when it is clear that search objectives in

testing are contradictory (i.e., coverage and minimality) and cannot be combined efficiently

into a unique fitness function.

The final family of research we discuss in this section is concerned with the learning of

MDE artifacts from examples. Learning by examples is a relatively new field (Bąk et al, 2013)

which finds its root in the idea of a generative perspective on programming (Czarnecki et al,

1997). Model transformation is the most studied field with the early work from Balogh et

al. (Balogh and Varró, 2009) and Wimmer et al. (Wimmer et al, 2007). In these papers,

the authors aim at abstracting mappings between two metamodel starting from examples

of source and target models. These mappings can then be transformed into transforma-

tion programs as done by Saada et al. (Saada et al, 2012). Similarly, Sun et al. (Sun and

Gray, 2009) investigated how to learn transformations by means of demonstrations made by

60



experts. Demonstration actions are modeled as examples from which authors infer the trans-

formation knowledge. Kessentini et al. (Kessentini et al, 2010) learn model transformations

from example by analogy. They do not try to abstract the transformation knowledge, but

rather propose a concrete transformation for a given source model. More recently, Faunes et

al. (Faunes et al, 2013b) and Baki et al. (Baki et al, 2014; Baki and Sahraoui, 2016), learn

directly the code of transformations from the example. In addition to learn transformations,

examples were used to learn well-formedness rules by Faunes et al. (Faunes et al, 2013a).

Finally, examples are used for manual modeling and metamodeling activities (Zayan et al,

2014; López-Fernández et al, 2013).

7. Conclusion

In this paper, we propose a generic framework to automatically select model sets for

various MDE tasks and for different purposes. We model the model set selection as a multi-

objective optimization problem, and we solve it using the evolutionary algorithm NSGA-II.

Our framework can be customized for a specific task and purpose by giving indications about

the coverage criterion, which will be later automatically assessed. The second customization

aspect consists in choosing one or more pre-defined minimality criteria.

We illustrate the use of our framework on the metamodeling task with the testing purpose.

We evaluated this application on small and large metamodels and showed that the multi-

objective strategy offers a better alternative to random or mono-objective search.

As a future work, we are studying the impact of the selected model sets on the efficiency

of testing or learning MDE tasks.
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Résumé. Les activités de modélisation logicielle impliquent généralement un effort fas-

tidieux de la part d’un personnel spécialement formé. Ce manque d’automatisation en-

trave l’adoption du paradigme Model Driven Engineering (MDE). Néanmoins, au cours des

dernières années, de nombreux travaux de recherche ont été consacrés à l’apprentissage des

artefacts MDE au lieu de les écrire manuellement. Dans ce contexte, la programmation géné-

tique (GP) mono- et multi-objective s’est révélée être une méthode efficace et fiable pour

dériver des connaissances d’automatisation en utilisant, comme données d’entrainement, un

ensemble d’exemples représentant le comportement attendu d’un artefact. Généralement,

la conformité à l’ensemble d’exemples d’entrainement est l’objectif principal pour mener la

recherche d’une solution. Pourtant, l’impasse de l’optimum local, l’un des inconvénients ma-

jeurs de la GP, perdure lorsque la technique est adaptée au MDE et entrave les résultats de

l’apprentissage. Nous cherchons à montrer dans cet article qu’une amélioration de la diver-

sité sociale des populations, réalisée au cours de l’évolution, conduira à une exploration de

l’espace de recherche plus efficace, une convergence plus rapide et des résultats plus général-

isables. Nous constatons que les améliorations sont dues aux changements appliqués à la

stratégie de recherche basée une évaluation empirique dans le cas de l’apprentissage des rè-

gles de bonne formation en MDE avec un algorithme génétique multi-objectif. Les résultats

obtenus sont frappants et montrent que l’augmentation de la diversité sémantique permet

une convergence plus rapide vers des solutions quasi-optimales. De plus, lorsque la diversité

sémantique est utilisée pour la distance d’encombrement, cette convergence est uniforme à

travers une centaine d’exécutions.
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Abstract. Software modelling activities typically involve a tedious and time-consuming

effort by specially trained personnel. This lack of automation hampers the adoption of

the Model Driven Engineering (MDE) paradigm. Nevertheless, in the recent years, much

research work has been dedicated to learn MDE artifacts instead of writing them manually.

In this context, mono- and multi-objective Genetic Programming (GP) has proven being an

efficient and reliable method to derive automation knowledge by using, as training data, a set

of examples representing the expected behavior of an artifact. Generally, the conformance

to the training example set is the main objective to lead the search for a solution. Yet, single

fitness peak, or local optima deadlock, one of the major drawbacks of GP, remains when

adapted to MDE and hinders the results of the learning. We aim at showing in this paper

that an improvement in the populations’ social diversity carried out during the evolutionary

computation will lead to more efficient search, faster convergence, and more generalizable

results. We ascertain improvements are due to our changes on the search strategy with

an empirical evaluation featuring the case of learning well-formedness rules in MDE with a

multi-objective genetic algorithm. The obtained results are striking, and show that semantic

diversity allows a rapid convergence toward the near-optimal solutions. Moreover, when

the semantic diversity is used for crowding distance, this convergence is uniform through a

hundred of runs.

1. Introduction

Model Driven Engineering (MDE) aims at raising the level of abstraction of programming

languages. MDE advocates the use of models as first-class artifacts. It combines domain-

specific modeling languages to capture specific aspects of the solution, and transformation

engines and generators in order to move back and forth between models while ensuring

their coherence, or to produce from these models low level artifacts such as source code,

documentation, and test suites (Schmidt, 2006). Still, designing and developing artifacts able

to perform automated tasks in MDE (ensuring the well-formedness of models, transforming

models, etc.) requires one to have both knowledge in the targeted domain as well as in

the design and development tools. If done manually, these activities typically involve a

tedious and time-consuming effort by specially trained personnel. Such a lack of automation
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is considered by many MDE specialists as a threat to MDE adoption (Selic, 2012; Whittle

et al, 2014).

Yet, in recent years, many research contributions have shown that it is feasible to

automatically learn how to perform a task through examples, or by analogy to similar,

previously-solved tasks. More precisely, many of the proposed learning methods are based

on Genetic Programming (GP) algorithms, and thereby promise to ease the burden of hand-

programming growing volumes of increasingly complex information. As a matter of fact,

empirical studies have shown a strong potential in learning automatically model transfor-

mations (Kessentini et al, 2011b; Saada et al, 2012; Baki and Sahraoui, 2016) and model

well-formedness rules (Faunes et al, 2013a; Batot et al, 2016) from examples of tasks in-

put/outputs. An example here must be understood as a couple <input model; expected

output> defining the constraints that bind artifacts’ output to input. The set of training

examples represents the expected behavior of the artifact to learn and thus constitutes a

convenient objective to lead the search of a solution.

Genetic programming and more generally multi-objective evolutionary computation has

received increasing attention in the last decades. From early works (Schaffer, 1985; Gold-

berg, 1989; Holland, 1992; Koza, 1992), authors have formulated the idea that optimizing for

multi-objective is to search for multiple solutions, each of which satisfy the different objec-

tives to different degrees. The selection of the final solution with a particular combination

of objectives’ values is thus postponed until a time when it is known what combinations

exist (de Jong et al, 2001). Studies have shown the value of such techniques and their suit-

ability to real problems. However, from the very beginning, authors pointed out two major

drawbacks to the application of genetic programming (GP): (i) diversity of populations is

difficult to maintain during evolution, and populations tend to gather around a single fitness

peak; and, (ii) individuals tend to grow unnecessarily in size – also called bloating effect.

Both bloating and single fitness peak symptoms have been well investigated by researchers

since early works, and valuable research directions were proposed (Bersano-Begey, 1997;

Soule and Foster, 1998; Luke and Panait, 2006). Nevertheless, while adapting GP as an

automatic process to learn well-formedness rules from examples, we encountered these same

scenarios in a great amount of runs. Solutions agree on finding the correct outputs for a large

number of examples, but fail all on a few same examples – a single fitness peak is reached.
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The approach seems to favor solutions with a high fitness, i.e., a high percentage of correct

output found, at the expense of the diversity of the solutions.

On promoting diversity, Vanneshi et al. showed in their work the superior importance of

research on indirect semantic methods that "act on the syntax of the individuals and rely on

survival criteria to indirectly promote a semantic behavior" (Vanneschi et al, 2014). Inasmuch

as semantics are considered in GP as a vector of examples, MDE learning from examples

methodology offers an auspicious support for such investigations.In the present study, we

introduce a new Social Semantic Diversity Measure of individuals (inspired from Natural

Language Processing) operating indirectly during the execution of a well-established multi-

objective genetic algorithm (Deb et al, 2000). We illustrate our work and assess its value

in an empirical study featuring the problem of automatic learning of well-formedness rules

from examples and counter examples.

The following section draws a map of the two main drawbacks of genetic programming

and how researchers tackle them. Section 3 details how employing our Social Semantic

Diversity Measure foster efficiency and accuracy of a GP run. We illustrate our approach in

a case study depicted in Section 4. We assess our assumption through an empirical evaluation

in Section 5. Section 6 concludes briefly.

2. Background, Related Work, and Problem Statement

Genetic Programming (GP) execution is best understood using Fig. 5.1. At the begin-

ning, an initial population of programs must be created (1). Then, every program of the

population is executed on the example inputs, and fitness is evaluated by comparing outputs

with the expected ones (2). If a termination criterion is reach (3), the solution program

(or a set of near-optimal solutions, in case of multi-objective) is returned (6). Otherwise,

(1) Create an initial 

population of programs

(2) Execute programs 

and evaluate their fitness

(5) Replace the current 

population by the new 

one

(4) Create new programs 

using genetic operators

(3) 

Termination 

criteria

(6) Return the 

best program

No

Yes

Figure 5.1. A typical genetic programming cycle
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a new population of programs is created by genetic operations (crossover and mutation)

applied on selected potential reproducers (4). The new population replaces the previous one

(5), and a new iteration starts (2). The loop is repeated until a termination criterion is

reach (commonly, a perfect fitness, or an arbitrary large number of iterations). Although

this process allows to find good solutions for many problems, it is known to suffer from two

issues, bloating and single fitness peak. In the remainder of this section, we briefly discuss

the bloating issue, and then focus more of the single fitness peak issue and its relation to

diversity, which is the main object of this paper.

2.1. Bloating

Luke et al. suggest that, from a high level perspective, bloating (or code growth) happens

because adding genetic material to individuals is more positively correlated to the fitness

than removing material. They define it as the "uncontrolled growth of the average size of

an individual in the population" (Luke and Panait, 2006). Nonetheless, much work has been

done to reduce the effect of bloating, offering to present readers a few options to choose

from (Soule and Foster, 1998). More precisely, in a multi-objective context, Pareto-based

Multi-objective Parsimony Pressure (i.e., using an objective devoted to constraining size of

individuals) has been found very effective – with limited side effects (de Jong et al, 2001;

Ekárt and Németh, 2000). We use this technique in our experiments.

2.2. Single fitness peak

The second problem with GP is the risk of a single fitness peak (de Jong et al, 2001),

consisting in a premature convergence together with a loss of diversity. Candidate solutions

get stuck in a local optima and often no further improvement in fitness is noticed (Wyns et al,

2006). To tackle this issue, the level of diversity a population conveys must be given due

consideration during a GP run (Burke et al, 2004). More precisely, two phases of such a run

are appropriate: at the initial population creation, to ensure a broad genetic material base;

and/or during the evolution itself, to ensure that diversity does not fall from one generation

to the next. In both cases, diversity exists in two kinds: genotypic diversity considers the

level of variability in individuals’ structure, whereas phenotypic diversity focuses on the

behavior of individuals.
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2.2.1. Genotypic Diversity

Genotypic diversity is the variety of individuals among a population with regards to their

structure. It’s a measure of the distance between individuals’ syntax (McPhee and Hopper,

1999; McPhee et al, 2008). MDE though, since the syntax of artifacts is (very) complex,

does not bare a single consensual definition of genotypic (or structural) diversity (Baudry

and Monperrus, 2015; Giraldo et al, 2014). Nonetheless, to bestow a sufficiently diverse

genetic material to start an evolutionary computation with, teams have used different metrics

based on coverage estimations and showed interesting results. Works vary in nature and

offer automatic generation of diverse models (Batot et al, 2016; Wu, 2016), or a user visual

assistance helping when eliciting learning inputs data (Ferdjoukh et al, 2017; Cuadrado et al,

2012; López-Fernández et al, 2015). In any case, both techniques can be employed to provide

with diverse initial population of solutions as well as with qualified input data.

2.2.2. Phenotypic Diversity

As opposed to genotypic diversity, phenotypic diversity is measured on the behavior of a

program – independently to its syntax. A phenotypic (or semantic (Vanneschi et al, 2014))

measure, refers to the proportion of examples correctly processed by a program (i.e., pro-

ducing the expected output when executed on a specific input). It is a tangible fact that

phenotypic diversity is more efficient than genotypic diversity to avoid the single fitness

peak problem (Vanneschi et al, 2014). Nonetheless, if some early studies went as far as to

expand the Darwinian metaphor and considered preference between individuals during GP

run (Ryan, 1994), to the best of our knowledge, there exists no study explicitly measuring

benefits of phenotypic diversity when learning MDE artifacts.

2.2.3. Indirect Semantic Diversity Methods

Roughly speaking, these methods combine both genotypic and phenotypic diversities.

The rationale behind indirect diversity methods lies in their ability to distinguish between

the aim of the method: individuals with acute Semantic Fitness, and the mean of its appli-

cation: genetic modifications performed on their syntax. Understood as such, the heuristic

remains agnostic of its mean of achievement and is ready to convey a strong generalization

potential (Dabhi and Chaudhary, 2012). Vanneshi et al. (Vanneschi et al, 2014) have proven

69



the power of indirect diversity methods and call for more research in this field. It is to

note here that, in the context of learning artifacts from examples in MDE, Semantic Fitness

measure is a built-in feature and comes at no extra cost.

3. Social Semantic Diversity Measure

Notwithstanding that MDE-artifact learning from examples might be perfectly fit to

GP adaptation, single fitness peaks yet keep happening during evolution. This leads to a

disproportionate number of solutions with a good fitness, at the expense of their diversity.

Processing most examples correctly, these alphas (Bersano-Begey, 1997) struggle to solve

all examples exhaustively. Meanwhile, unfortunately, solutions able to solve the remaining

corner cases reach a (much) lower fitness. Withal, since reproducers are chosen with regard to

their fitness, the genetic material these latter partial solutions convey is lost and corner cases

are never solved. A remedy to this deficiency was found using a social diversity measure.

We call Social Diversity Measure a measure that does not take into account the only

individualistic fitness (i.e., how many examples an individual resolves) but considers as

well a social dimension (i.e., what does that individual bring to the general fitness of the

population).

Since we use a Semantic fitness, the remaining of this paper will mention Social Semantic

Diversity Measure (SSDM). Its computation, based on the inverse example resolution fre-

quency (IERF) is inspired from the term frequency-inverse document frequency (TF-IDF)

numerical statistic (Sparck Jones, 1988) from information retrieval research field. In other

words, the SSDM of a solution is the sum of IERF of the examples it solves.

Paraphrasing TF-IDF definition may help the reader to grasp the general idea of SSDM.

We formulate it as follows: "SSDM increases proportionally to the number of examples solved

and is offset by the frequency of which an example is solved by the population’s individuals,

which helps to adjust for the fact that some examples are more frequently solved in general."

As a consequence, SSDM favors solutions solving corner cases by considering how many

solutions in the population solve an example.
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Figure 5.2. Metamodel, modelling space and application domain

4. Learning Well-formedness Rule

In this section, we illustrate how social semantic diversity can be implemented in a

multi-objective genetic-programming algorithm to learn well-formedness rules (WFRs) from

examples. As mentioned in the introduction, researchers offer to use GP to learn some of

MDE artifacts automatically as a substantial alternative to writing them manually. Indeed,

we aim at showing in this paper that, during the process, which scalability remains at

stake (Harman et al, 2015), an improvement in populations’ social diversity will lead to more

efficient search and more generalizable results. Thus far, the reader is asked to understand

the little space left for implementation details.

After a brief overlook at the use and function of well-formedness rules, we will depict how

much a tangible support GP, and more precisely multi-objective GP, offers to learn them

automatically from examples and counter examples.

4.1. Well-formedness rules

In the MDE paradigm, due to their high level of abstraction, metamodels usually define

too-large modelling spaces. They must be enriched with constraints, or rules, limiting the

scope of their possible instantiations, i.e., well-formed models in contrast to ill-formed mod-

els. Fig. 5.2 schematizes the concept of specific application domain: a metamodel defines

a modelling space (within blue line) ; of which a specific application domain is a sub-space

(within red dashed line). A set of WFRs allows to automatically differentiate between valid
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(well-formed) and invalid (ill-formed) models – it formally describes the limit of that targeted

specific domain.

Representation. In the context of a GP learning process, a solution to our problem is thus a

set of WFRs. More precisely, we represent a WFR as a tree which nodes are logical operators

(AND, OR, IMPLIES, and NOT ) and first-order quantifiers (forAll and exists), and which

leaves are learning atomic blocks in the form of OCL patterns instances. Consequently, a

solution is a tree with as root a vector whose elements are pointers to the individual WFR

trees. Fig. 5.3 shows an example of a candidate (not necessarily valid) solution with 3 WFRs

for the state-machine metamodel. The first and second rules constrain a final state to have

respectively one incoming transition and no outgoing transition. The third rule requires

that a pseudostate choice must have at least one incoming or outgoing transition. As for

their execution, we implement WFRs in the defacto language Object Constraint Language

(OCL2).

Figure 5.3. An example of solution containing 3 WFRs.

OCL patterns. The rationale behind OCL patterns is beyond the scope of this paper. They

result from empirical studies carried out on more than 400 metamodels from industry and

academe alike (Cadavid et al, 2015). In a nutshell, OCL patterns should be understood here

as a minimalistic set of templates which instantiation and composition allows to express all

and every useful WFR.

Size concern. Since solutions must be legible by final user (i.e., within human reach), the

size and number of constraints must be kept as small as possible.

2http://www.omg.org/spec/OCL/

72



4.2. GP Adaptation
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Figure 5.4. Non Sorting Genetic Algorithm NSGA-II (Deb et al, 2000)

Our goal is to find the minimal set (i.e., size) of WFRs that best discriminates between the

valid and invalid example models (i.e., fitness). Size and fitness objectives being contradictive

in nature, we represent the learning of WFRs as a multi-objective optimization problem, and

we solve it using the Non-Sorting Genetic Algorithm NSGA-II (Deb et al, 2000).

The idea of NSGA-II (Deb et al, 2000) is to make a population of candidate solutions

evolve toward the near-optimal solution in order to solve a multi-objective optimization

problem. NSGA-II is designed to find a set of optimal solutions, called non-dominated

solutions, also Pareto set. A non-dominated solution is the one which provides a suitable

compromise between all objectives without degrading any of them. As described in Fig. 5.4,

the first step in NSGA-II is to create randomly a population P0 of N/2 individuals encoded

using a specific representation (1). Then, a child population Q0, of the same size, is generated

from the population of parents P0 using genetic operators such as crossover and mutation

(2). Both populations are merged into an initial population R0 of size N , which is sorted

into dominance fronts according to the dominance principle (3a). A solution s1 dominates

a solution s2 for a set of objectives {Oi} if ∀i,Oi(s1) > Oi(s2) and ∃j | Oj(s1) > Oj(s2).

The first (Pareto) front includes the non-dominated solutions; the second front contains the

solutions that are dominated only by the solutions of the first front, and so on and so forth.

The fronts are included in the parent population P1 of the next generation following the
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dominance order until the size of N/2 is reached. If this size coincides with part of a front,

the solutions inside this front are sorted, to complete the population, according to a crowding

distance which favors "diversity" in the solutions (3b). This process will be repeated until

a stop criterion is reached, e.g., a number of iterations or a certain value of the Semantic

Fitness.

We adapted NSGA-II to our problem as follows.

• Solution Representation and Creation. A solution to our problem is represented

as mentioned in Section 4.1, i.e., a set of OCL constraints, each implementing a

WFR represented as a tree. The initial population is created randomly. For each

individual, the average number of nodes in the WFR trees, the maximum depth, and

the maximum width are configurable;

• Reproduction. As genetic operators, we use a single-point crossover applied to the

tree-root vector, and two kinds of mutations. First, a node from a WFR tree is chosen

randomly. If it is a leaf, the pattern instance is either replaced with a new randomly

created one or, if applicable, the pattern parameters are replaced randomly with

applicable values. If the selected node is a logical operator, this is changed randomly.

• Objectives. We consider three objectives: Size is the number of leaves in the con-

straint tree, the smaller the better; Semantic Fitness is the number of examples pro-

cessed accurately by an individual, to be maximized; and Diversity is SSDM, which

can be represented either as an objective or a crowding distance, to be maximized as

well.

• Termination criteria. Evolution stops if either a Semantic Fitness of 99%, or an

arbitrary large number of iterations, is reach.

4.3. Social Semantic Diversity Implementation

We offer to employ the Social Semantic Diversity Measure (SSDM) in two different ways.

The first is as an objective of its own, considered together with above-mentioned size and

fitness (as promoted by Dejong et al. (de Jong et al, 2001)). The other builds on pecu-

liar limitation of NSGA-II (Fortin and Parizeau, 2013) and acts as an alternative to the

computation of a crowding distance. In both cases, SSDM computation remains the same.
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More specifically, implementing SSDM comes to adapting TF-IDF (Sparck Jones, 1988)

using examples as documents and solutions as words. This is detailed in Listing 5.1. At a

given iteration, SSDM is calculated from a binary matrix in which each cell represents the

score of an individual against an example of the training set. The frequency of an example

is the number of times it is solved by individuals (first for loop). Finally, individual’s SSDM

value is the sum of inverse example resolution frequencies of examples that it processes

accurately (last for loop). More precisely, variables are:

• example_set, the vector of training examples;

• sol_vs_examples, which contains the result of the comparison between output of

individuals and output of the oracle when executed on example_set;

• and fq_ex, which contains examples frequencies, recording how many solutions solve

each example from example_set;

• ierfi, the vector of inverse example resolution frequencies of training examples.

5. Evaluation

To assess the improvement brought by our social semantic diversity in the search strategy,

we conducted an empirical evaluation3. We formulate our research questions as follows:

• RQ0: Are our results a consequence of an efficient exploration of the search space,

or are they due to the vast number of individuals we consider during the evolution?

• RQ1: Does the use of Social Semantic Diversity as an objective improves the search

strategy, and, if so, how much?

• RQ2: Does the use of Social Semantic Diversity as an alternative crowding distance

exhibit better efficiency and generalizabilty than as an objective?

5.1. Setting

In order to mitigate the influence of a metamodel specific structure on the learning

process, we selected three metamodels (FamilyTree, Statemachine, and ProjectManager)

that demonstrate different levels of structure complexity and require diverse OCL WFR sets.

We provided with oracle (i.e., expected WFRs) manually. In more details, FamilyTree is

the most simple case. Yet, it has been used as an illustrative example in various publications

3All experiment data is available at http://www-ens.iro.umontreal.ca/˜batotedo/ssdm_exp/
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Listing 5.1. Excerpt for SSDM weights calculation.
\\ Compute frequencies of examples solved
for (int i = 0; i < sol_vs_ex . length ; i++)
for (int j = 0; j < sol_vs_ex [i]. length ; j++)
fq_ex[j] += sol_vs_ex [i][j];

\\ Inverse document frequencies
for (int j = 0; j < fq. length ; j++)
ierfi[j] = Math.log10(D/fq_ex[j]);

\\ Weigthing
weight = 0;
for(int j = 0; j < example_set . length ; j++)
if( example_set [j]. isAccurate ())
weight += ierfi[j];

in the MDE research literature, such as (Gogolla et al, 2015). Statemachine illustrates

structural cardinality restrictions and define a common, widely used language. Finally,

ProjectManager is the most complex case and comes from (Hassam et al, 2010).

5.1.1. Learning examples

To provide with example sets of quality (i.e., covering at best the modelling space, yet

as small as can be), we used a model generator (Batot et al, 2016). Size matters since every

generated model example must be, in a real setting, tagged manually as valid or invalid. For

the sake of experiment, we use the WFRs oracles to mimic the manual tagging. To run the

experiment, we used two sets of examples for each metamodel. On the one hand, 20 models

(10 valid, 10 invalid) were required for the learning (a training set). On the other hand, a

test bench of 100 models (50 valid, 50 invalid) was used to measure solutions’ accuracy (or

generalizabity).

5.1.2. Configurations and variables

Four configurations were considered to illustrate and answer our research questions (see

Section 4.2 for implementation details). RND is a random exploration of the search space

that takes the best among a given number of solutions randomly generated; STD is a

standard run of NSGA-II (Deb et al, 2000) with two objectives, size and semantic fitness;

OBJ is a run of NSGA-II with three objectives: size, semantic fitness, and SSDM diversity;
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and CD is a run of NSGA-II with size and semantic fitness as objectives, and SSDM as

crowding distance.

We used two dependent variables to quantify experiment results: #GEN, the number

of generation the evolutionary computation needed to find a solution. A score of 3000 means

that there was no solution with perfect fit found during the search, andACC, the proportion

of examples from the test bench a solution process accurately.

5.1.3. Evaluation protocol

For the NSGA-II parameters, we use a maximum number of iterations of 3000 and a

population size of 30 solutions. Crossover and mutation probabilities are set to 0,9 and 0,3

respectively. In addition, solutions are created with between 5 to 15 WFRs with each WFR

having a maximum depth of 3 and width of 15. We answer RQ0 with a comparison between

the results given when using SSDM as an objective (OBJ) in the search strategy and those

of a random exploration (RND). Since our strategy explores 3000*30 solutions, the random

exploration explores randomly 90000 solutions as well and considers the best individual

so created. We answer RQ1 with a comparison between the solutions obtained after an

execution with and one without social semantic diversity objective (respectively OBJ and

STD). Finally, we answer RQ2 by comparing the configurations with social semantic diversity

objective (OBJ) and with social semantic diversity crowding distance (CD). We ran each

treatment 100 times to tackle GP indeterminism and we guarantee statistical significance of

the findings using the Mann-Whitney test.

5.2. Results and Analysis

5.2.1. RQ0 - Sanity Check

As can be seen in Table 6.1, the RND configuration gives very poor results in comparison

with an OBJ execution for the two most complex metamodels (average accuracy on test bench

is 0.5 vs 0.76 for ProjectManager and 0.53 vs. 0.94 for Statemachine). The difference in

both cases is statistically significant (p-value<0,001) and the effect size is large (Cohen’s d

> 5). For the small metamodel FamilyTree, although statistically significant, the difference

and the effect size are small. We can conclude that solutions are significantly more
generalizable when using OBJ configuration.
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Table 5.1. Statistical comparison of results between random search and our approach on
three WFR learning scenarios.

Average ACC
Value Mann Witney

p-value
Effect Size
Cohen’s dRDN OBJ

ProjectManager 0.5 0.76 <0.001 7.35
Statemachine 0.53 0.94 <0.001 5.38

FamilyTree 0.93 0.98 <0.001 0.74

5.2.2. RQ1 - Social Semantic Diversity Method, an improvement?

Efficiency shows a significant improvement when SSDM is used, as can be seen in odd

columns of Fig. 5.5. The number of generations required to find a solution when employing

OBJ is a lot smaller than when employing STD. With ProjectManager metamodel, an

STD run hardly find solutions solving all training examples within 3000 generations, but

OBJ do it in an average of 260 generations. More, solutions were found with significantly

better accuracy than STD (respectively 0.76 against 0,69) and thus strengthen solutions’

generalizability likewise. This success is also noticed, if of lesser magnitude, during executions

on the Statemachine metamodel. Here, if solutions are found in both configuration, yet OBJ

is significantly faster (with 782 generations, when STD requires more than 1782). As for the

FamilyTree metamodel (not shown if the figure), solutions given by OBJ executions output

a similar ACC (0.98) but significantly faster with 25 generations (resp. 76 with STD ). We
can conclude that injecting the social semantic diversity significantly improves
the learning results.

5.2.3. RQ2 - Social Semantic Diversity Method as an alternative crowding distance, any

better yet?

Results of RQ2 are flagrant (see the third configuration for both metamodels in Fig. 5.5).

A hundred runs show together how using SSDM (Figures 5.8 and 5.7) surges the learning

curves and fosters solution exploration compared to a standard run (Figure 5.6). As for

generalizability, it doesn’t seem that choosing between SSDM as an objective (OBJ) or in the

crowding distance (CD) has any significant impact on the accuracy of solutions on test bench

found (MannWitney p-value > 0.01; see even columns in Fig. 5.5 for an illustration). Thence,
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the main difference lies in the smaller average number of iterations CD needs to converge,

compared to OBJ runs. Note that that analysis is the strongest with ProjectManager and

FamilyTree metamodels. With Statemachine metamodel’s results are slightly mitigated but

remains significant. In that case, WFRs are more generally focused on structural cardinality

than WFRs of the two other metamodels. We conceive this might be a factor for slightly

different results. We can conclude that social semantic diversity as a crowding
distance is more efficient than as an objective.

In conclusion, as shown in Fig. 5.5 and Figures 5.6, 5.7, and 5.8, and certified with sta-

tistical analysis, the OBJ strategy surpasses significantly a STD exploration of solutions.

Convergence is faster and output more generalizable (i.e., confronting solutions to a test
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bench gives better results). A reason for these results might come from the way size is con-

trolled. As recognized in the literature, we implemented it as a Pareto-based Multi-objective

Parsimony Pressure. We noted, as expected (de Jong et al, 2001), that solutions were skewed

toward a 1.0 size, and the Pareto front grew large. Solutions’ size was indeed the one ex-

pected (i.e., legible by a human), and the search, passed a few generations, relied mainly

on Semantic Fitness. As a presumed consequence, when putting SSDM as an alternative to

crowding distance, results were breathtaking on the three metamodels. Finally, using Social

Semantic Diversity Measure as an alternative crowding distance outperforms its use as an

additional objective. Convergence is boosted, and generalizability is kept at its maximum.

We hope these results are generalizable and claim the need to explore other applications,

with OBJ and CD alike.
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5.3. Threats to Validity

Although our approach produced good results on three metamodels, a threat to validity

resides in the generalization of our approach to other scenarios. Still, metamodels show dif-

ferent characteristics and origins, and while our sample does not cover all learning scenarios,

we believe that it is representative enough of a wide range of metamodels.

Another threat to the validity of our results relates to the use of a single set of (20) models

to learn each WFR sets. Characterization of example sets is an ongoing investigation, and

different sets might show different results. Yet, to mitigate what specificities the manual

design of models can bring and encourage replication of our work, we used a generator (Batot

et al, 2016). Also, using the same set in every configuration ensures a difference in sets do

not interfere in the experiment.

Regarding the applicability to other MDE artifacts, we believe that the idea to consider

the social dimension of individuals’ characteristics shall apply to the evolutionary compu-

tation of model transformation as well. In this case, inverse example resolution frequency

could be used as well and we prospect, as future work, to replicate this study on model

transformation learning.

6. Conclusion

This paper studies the impact of using a social semantic diversity to improve the search

process for the multi-objective optimization problem of learning model well-formedness rules

from examples and counter examples. The Social Semantic Diversity is measured (SSDM)

in a way that does not take into account the only individualistic fitness (i.e., how many

examples an individual resolves) but considers as well a social dimension (i.e., what does

that individual bring to the general fitness of the population). We integrated SSDM in the

NSGA-II algorithm as (i) an additional objective, and (ii) as an alternative to the crowding

distance.

We evaluated the two options by learning WFRs for three metamodels. Our results

are compiling evidence that injecting the social semantic diversity in the search process,

especial as an alternative to the crowding distance, improves the convergence and the quality

of the learned artifacts. The proposed measure and its integration in the multi-objective

optimization algorithm are unaware of the learned artifact and the input/output examples
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used to guide the search. This allows to use social semantic diversity for a wide range

of problem that can be solved by a multi-objective genetic programming algorithm. This

claim must, however, be supported by replication studies. We expect to conduct some of

these studies, especially for model transformation learning. Finally, we encourage further

replication of our work to determine whether different multi-objective GP algorithms could

benefit as well from our discovery.
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Résumé. L’Ingénierie Dirigée par les Modèles (MDE) favorise le déplacement de respon-

sabilité qui opère entre les développeurs et les parties prenantes. Au moyen de Langages

Spécifiques au Domaine (DSL), le MDE cherche à automatiser la manipulation de représen-

tations abstraites, appelées modèles, d’un domaine d’ingénierie. Cependant, la complexité

exponentielle que le haut niveau d’abstraction de MDE engendre entrave son automatisa-

tion. D’une part, trop peu de connaissances peuvent être recueillies à partir d’un domaine

d’application spécifique et, d’autre part, l’écriture manuelle d’un artefact de haut niveau

n’est pas possible non plus, car elle est connue pour être très difficile et hautement sujette

aux erreurs.

Depuis presque deux décennies, le Search-Based Software Engineering offre une nouvelle

variété d’outils et d’algorithmes et bientôt, avec l’aide des métaheuristiques, les équipes de

recherche ont commencé à composer des exemples d’applications ad hoc afin d’entrainer un

algorithme à produire les résultats attendus. Les premiers résultats encourageants ont ouvert

la voie à "l’apprentissage" automatique de nouveaux artefacts. Les tests de transformation

de modèle constituent un fer de lance sur le sujet et montrent la couverture comme un can-

didat de premier choix pour la qualification des ensembles d’exemples. Avec le temps, les

cas industriels ont parfois remplacé les exemples ad hoc, ce qui permet de mesurer la perfor-

mance des algorithmes et ébauche l’évaluation d’un certain type de fiabilité. Cependant, la

représentativité des exemples n’a jamais été systématiquement évaluée, moins encore a-t-elle

été abordée directement.

Dans cet article, nous proposons une méthodologie complète pour apprendre automa-

tiquement les artefacts MDE à partir d’exemples. Nous évaluons empiriquement l’appren-

tissage de WFRs dans trois scénarios différents et mesurons la corrélation existante entre

la taille et la couverture des ensembles d’exemples et la qualité des solutions. Les résultats

montrent à quel point la généralisabilité des solutions est subordonnée à la représentativité

des exemples. Modérés mais significatifs, ces résultats préliminaires offrent d’autres per-

spectives intéressantes de travail sur la taille et la couverture, ainsi que sur la diversité des

ensembles d’exemples.
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Abstract. Model-Driven Engineering (MDE) fosters the shift of responsibility occur-

ring during software development between developers and stakeholders. By means of Domain

Specific Languages (DSLs), it aims at automating the manipulation of abstract representa-

tions, called models, of an engineering domain. Yet, the exponential complexity that the

high-level of abstraction of MDE generates hampers its automation. On the one hand, little

knowledge can be gathered from a specific application domain and, on the other hand, writ-

ing manually high-level artifacts is not an option either since it is well known to be arduous

and error prone.

For almost two decades, Search-Based Software Engineering has been addressing this issue

with a new variety of tools and algorithms and soon, with the help of metaheuristics, teams

have started composing ad hoc examples of application in order to train automatically model

transformations to produce some expected outputs. The first encouraging results opened the

way to new artifacts being “learned” automatically. Model transformation testing figures as

a spearhead on the topic and shows coverage as a first choice candidate for the qualification

of training examples sets. With time, industrial cases sporadically came to replace the ad hoc

examples, enabling scalability measurement and exhibiting some kind of reliability. However,

the representativeness of the examples has never been systematically assessed, less addressed

directly.

In this paper, we propose a complete methodology to learn MDE artifacts from examples.

We empirically evaluate the learning of WFR from examples in three different scenarii and

measure the correlation existing between the size and coverage of example sets, and the

quality of the solutions. Results show how subordinate the generalizability of solutions is

to the representativeness of examples. Moderate yet significant, these preliminary results

augur further interesting work on the size and coverage, as well as on diversity.
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1. Introduction

Model Driven Engineering (MDE) aims at raising the level of abstraction of software

languages. It promotes the use of modelling languages tailored to domain-specific needs.

Fundamentally, a Domain-Specific Modelling Language (DSML) forms a knowledge definition

which is legible by domain experts. Over the last decade, MDE has proven its potential: it

enhances communication, alleviates development complexity and productivity (Hutchinson

et al, 2011a,b).

Automation is a founding principle of MDE since DSMLs are intended to be used with

concrete tools that automate model manipulation and operationalization tasks such as code

generation, transformations, and conformance check. Unfortunately, artifacts able to auto-

mate these tasks become quickly very complex and their edification requires knowledge of

different natures. Indeed, in addition to have a solid expertise in the application domain,

the developer must hold a strong skillset in modelling and must be familiar with the ar-

tifacts’ languages. This inherent complexity remains a "significant entry barrier to MDE

adoption", as mentioned by Paige et al. (Paige et al, 2017). Writing manually each artifact

has proven being too risky as well since a high level of complexity makes artifacts error

prone. Additionally, unlike for general modeling languages such as UML, the critical mass

of knowledge required for automation cannot be found for each and every specific domain

specific language.

An alternative to manually write automated artifacts is to learn them from input/output

examples. Example-Driven Modelling (Bąk et al, 2013) shows that knowledge necessary to

automation can be derived from application examples. These examples are formed of models

representing the possible inputs of a model operationalization/manipulation task and the

corresponding expected output. For instance, an example of a model transformation from a

DSML to another language is an instance of the corresponding source metamodel coupled

with its expected transformed instance in the target metamodel.

In recent years, many research teams have shown the feasibility of using sets of examples

to concretely learn abstract knowledge such as model transformation, refactoring, defect lo-

calization, and wellformedness rules. They use examples picked from industrial cases or build

them ad hoc. Yet, since the relation between example sets and solution quality is obvious,

which characteristics or properties of the examples are of consequence? The objective of this
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paper is then to study the representativeness of application examples in order to improve the

quality of learning. We evaluate the relation between the characteristics of examples in terms

of representativeness of the problem space and the quality of solutions in terms of accuracy

and generalizability. To this end, we use the complex learning problem of wellformedness

rules from model examples and counter-examples.

More specifically, our work takes the form of three contributions:

(1) Characterization of learning MDE artefacts by examples methodology;

(2) Improved algorithm learning automatically wellformedness rules from examples and

counter examples;

(3) Empirical evaluation of the relation between representativity of examples as it is

considered in literature, and accuracy/generalizability of solutions in the case of OCL

WFR learning on three different cases.

The reminder of the paper is organized as follows. After introducing the thorough learn-

ing process in Section 2, we illustrate its main characteristics through the case of learning

Wellformedness rules from examples and counter examples in Section 3. Section 4 shows the

results and analysis of the empirical evaluation of the relation between examples representa-

tiveness and the inductive power of the resulting learned artifacts. Related work is presented

in Section 5 before we conclude in Section 6.

2. Learning Complex Artifacts

In this section we will detail a process to automatically learn MDE tasks by use of

examples. First, we will present the thorough learning process before detailing the nature

of examples themselves. We then addressthe possibilities of automation of the process and

their consequences. Finally, we will develop a strategy to reduce the research space to

apprehensible dimensions.

2.1. Learning Principle

To help automate the tasks involved in model manipulation in the MDE paradigm,

research teams have shown feasible to use Search Based techniques to learn these tasks

automatically from examples. Tasks learned are performed by artifacts such as model trans-

formations, wellformedness rules, or refactorings.
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Figure 6.1. Thorough learning from example process in MDE

We consider the process of automatic learning from examples as a three steps process as

illustrated in Fig. 6.1.

Schematically, the three steps are:

(1) Example generation: using metamodel definition and based on criteria such as

coverage and size, a representative sample of input models must be provided to feed

the learning algorithm (See Batot et al. (Batot et al, 2016) for more details).

(2) Examples’ completion: input models must be completed with their respective

output. This step must be executed manually. Forming complete examples is when

the actual knowledge is injected. For example, model transformation input examples

must be completed with their expected target model. Or, input model examples

intended to induce wellformedness rules must be completed with their respective

validity to the targeted domain of application.

(3) Knowledge abstraction: the problem is formulated as an optimization problem

and genetic programming helps in finding near optimal solution which fall within a
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specified acceptable tolerance. The search for solutions is guided by a set of exam-

ples (i.e., couple (input,output)) previously generated and completed. Using genetic

programming to empirically search for solutions has been found to be (empirically)

effective.

Definition 9. An MDE artifact is an executable system that takes a model as input and

produces a model as output (see Fig. 6.2).

2.2. Concept of (Partial) Example

< input         & output >

conformsModel
(In)Valid Model

transforms Transformed
ModelModel

Model
Transformation

Wellformedness
Rule Set

Artifact

Figure 6.2. Structure of an example

Generally, MDE model management artifacts follow the same pattern: they take a model

as input and output another model. For example, a model transformation defines the rules

to be followed to produce, from a model conforming to the source metamodel, an "equivalent"

model conforming to the target metamodel. More concretely, to learn a model transformation

that transforms a UML-CD diagram into an RDBS diagram, an application example consists

of a pair of models in the form: <UML-CD Diagram, RDBS Diagram>. If, on the other

hand, the artifact to be learned is a set of wellformedness rules describing an intended

application space, an example will be formed of 1) a model conforming to the metamodel

defining the modeling space, and 2) an assessment validating or invalidating this model as

part of the targeted sub-space (more on this example in next subsection).

Definition 10. As illustrated in Fig. 6.2, an example of application of a given task consists

of a pair of models: one is an input of the task; and the other corresponds to the output

produced by the task when executed on that particular input.

2.3. Consequences on automation

Definition 11. Quality of examples is the representativeness of their input models over

the input problem space.
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To properly capture the behavior of a task, we need to illustrate through a finite set

of carefully selected models what result it is expected to produce. To supply a learning

algorithm is then to find a set of examples that will be representative of the different possible

cases that this task will potentially have to deal with.

Generating examples amounts to producing pairs of models. However, we have seen that

in these couples, the output part is dependent on the input part and can only be completed

manually. Fig. 6.3 illustrates these notions. However, the consequence of a notion relating to

the examples as defined above is the decoupling of the problem space and the solution space.

Thus, the metamodel defining the problem space can be used to generate the input parts of

the examples independently of any considerations other than its size and representativeness.

If it is obvious that representativeness is essential, maintaining a reasonable size is crucial

to allow a human actor to complete them. Thus, the input parts of the examples capturing

the problem space can be generated automatically by using an approximation of their repre-

sentativeness such as the coverage of the problem space. The coverage, as stated by Fleurey

et al. (Fleurey et al, 2009) is the proportion of the metamodel that have been instantiated

at least once to form the set of models.

The purpose of learning is to produce an artifact that reproduces this completion and

generalizes it to a maximum of the possible inputs. We assume that qualification in terms of

representativeness of the inputs influences the power of generalization of the tasks learned.

2.4. Search Space Reduction

The space of possible solutions of the learning problem is made of all possible instances the

solutions’ language enables to express. In other words, if a solution is written in a Language

L, the solution space is composed of all possible grammatically correct formulations of that

language. If the language L is Java, it will be all possible Java programs. If the language
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L defines model transformations (e.g., ATL2), the solution space will be the union of all

conforming instances, i.e., all possible formulations of ATL that manipulate valid elements

of the input and output metamodels. We call this space the space of Potential solutions —

it contains every artifact well-formed and conform to the application domain. Among them,

the valid solutions must be found.

This potential space remains nonetheless generally infinite and might be reduced in some

cases. If the language L is ATL, a more Pragmatic solution space would consist of all

solutions manipulating constructs of the metamodel instantiated in the examples (e.g., the

footprint of the transformation) rather than all of them. In the case of the Java language,

reducing the scope of possible classes and methods to the ones of a certain API may help

speed up the exploration of solutions. In the same fashion, using patterns, or templates,

of higher order may as well augment the granularity of the search space and reduce the

cost of its exploration. We depict an example of Pragmatic space reduction in Section 3.2

where OCL patterns are used to assist the learning of WFRs. The rationale behind is that

OCL patterns instantiation, mapped on the constructs of the application domain, enables

the expression of all useful formulations of the language.

Definition 12. Funneling toward a maneuverable solution space.
• Conceptual Target: here is the target we hope to find. It is an artefact doing the

task we want.

• Potential solution space: all artifacts written in the chosen language could poten-

tially solve our problem and automate the task. Unfortunately, we know that (most)

artifacts written in the language will not fit our concern. An ATL transformation

can find a solution to our problem (but most do not).

• Pragmatic solution space: we reduce the potential space by giving precision on

the domain of application targeted. As an example, using transformation footprint or

OCL patterns.

• Valid solution space: Finally, within the Pragmatic space, there are concrete

solution artifacts. These artifacts solve all examples from the training set. Note that

there might be more than one solution to our problem since high level languages allow

syntactic and semantic synonyms.

2http://www.eclipse.org/atl
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3. In Practice: Learning Wellformedness Rules from Examples

To illustrate our approach on learning complex artifacts from examples, let us consider

the case of Wellformedness Rules (WFR) derivation from valid and invalid instance examples

in an MDE context.

In this section, we start by proposing an improved methodology/algorithm to derive

OCL constraints from examples and counter examples that addresses state-of-the-art limi-

tations. Our methodology involves an enriched version of Faunes et al. (Faunes et al, 2013a)

work using multi-objective fitness guidance coupled with recent advances in genetic program-

ming (Batot and Sahraoui, 2018). It is based on results on the use of WFR in MDE (Cadavid

et al, 2015) for pragmatic space reduction.

3.1. Problem statement

Modelling space

Metamodel

Application Domain

Example (Valid model)

Counter Example (Invalid model)

Figure 6.4. Modeling space, intended space, and (in)valid models

The definition of a modeling language begins with the edification of a metamodel repre-

senting the concepts or constructs to be instantiated, their attributes and the relationships

they maintain with each other. The grammar of the language is thus defined roughly. Yet, all

instances complying with these syntactic rules (metamodel compliant models) are not neces-

sarily well formed w.r.t. the specific application domain targeted by the language (Cadavid

et al, 2012).

Thus, as illustrated in Fig. 6.4, a metamodel defines a modeling space larger than the

intended application domain. To better precise the modeling space, the addition of a WFRs

set helps making the distinction between valid and invalid models.
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For instance, consider a metamodel intended to capture the most basic elements to rep-

resent family trees. This metamodel, depicted in Fig. 6.5, has three concepts: Person, Male

and Female. Person has a mother and a father, and possibly children. This basic struc-

ture will allow to instantiate any family tree. See Fig. 6.6 for examples of valid families.

The first one exhibits a grandmother, her son and his two children; the second represents

grandparents, their only son and his son; the bottom one shows a couple, their son and

daughter and their respective children.

Nonetheless, if the metamodel captures properly all useful concepts, it does not avoid

from building instances that break rules family trees are required to respect. As an example,

consider a Person that references to itself through an instantiation of the feature mother.

Here lies a hidden contract forbidding such construct – a Person cannot be its own mother

(or father). To prevent these situations, it is possible to express in MDE WFRs with, for

example, the Object Constraint Language (OCL3). Listing 6.1 shows a constraint written in

OCL that forbids the instantiation of own-mother pattern. In such a constraint, the context

defines on which class invariants apply. In this case, invariants involve mother and father

references and refrain them from pointing to the context instance.

OCL allows to write complex rules by use of, among others, collection and set operators

and functions.

However, the inherent complexity of OCL makes it a burden to write rules manually,

especially for domain experts who are not familiar with formal languages. To circumvent

this issue, Faunes et al. have shown feasible to learn some types of constraints from examples

(valid models) and counter examples (invalid models) with respect to the targeted application

domain (Faunes et al, 2013a).

3http://www.omg.org/spec/OCL/

Figure 6.5. A type graph for Family DSML
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Figure 6.6. Examples of valid instances of the Family DSML

Listing 6.1. Wellformedness rule ’not-own-mother/father’
Context Person :
inv not -own - mother :
self. mother <> self
inv not -own - father :
self. father <> self

3.2. Space of Possible Solutions

The solution targeted by the learning process is a set of rules that differentiate auto-

matically between valid and invalid models and draw the limit of the intent domain. But

how to define the space within which to search for a good solution? Roughly speaking, and

independently from its differentiation accuracy, any set of OCL constraints that can be writ-

ten using the metamodel constructs is a potential solution. Such sets might contain simple

constraints such as one testing that a person cannot be her own mother (see Listing 6.1).
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Others can be more sophisticated like the constraint in Listing 6.2 which forbids a person to

be her own ancestor, and which involves a graph closure operation. The set of all potential

solutions is then very large, possibly infinite.

Although very large in theory, Cadavid shows in his PhD thesis (Cadavid Gómez, 2012)

that the space of possible solutions can be reduced dramatically after studying dozens of

metamodels at work in both academe and industry. He found that there exist 21 OCL

patterns that could be combined to express all possible WFRs in the studied metamodels

independently from the considered metamodel, i.e., patterns expressed at the meta-meta-

level (MOF).

More precisely, a pattern definition contains theMOF structure involved, an OCL Expres-

sion Template, and parameters. The MOF structure characterizes the structural situations

in which the pattern may apply (e.g., classes and features involved). The OCL Expression

Template defines the type of WFRs by explaining how the listed parameters are used to

express these rules. Fig. 6.7 gives the description of the AcyclicReference pattern.

Coming back to our family-tree metamodel, the WFR of Listing 6.2 can be instantiated

with two instances of the pattern A1 (see Fig. 6.7) as depicted in Fig. 6.8. This WFR is

obtained by combining two instances of AcyclicReference pattern with different parameters.

One involves mother reference, the other father reference.

The idea of exploiting some Cadavid’s patterns to learn WFRs was first coined by Faunes

et al. (Faunes et al, 2013a). Instead of searching for all possible OCL constraints, they

focused on instances of some patterns. However, they did not exploit all the 21 patterns and

considered only those dealing with reference cardinalities.

Listing 6.2. Wellformedness rule ’ancestry-bares-no-loop’
Context Person :
inv ancestry -bares -no -loop:
self.mother -> closure () ->excludes (self)
and
self.father -> closure () ->excludes (self)
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• MOF Structure: The pattern applies whenever there is a class containing a

reference which type is itself. Also, the upper bound of this reference has to

be "many"; this is because the OCL expression invokes on this reference the

operation closure, which can only be invoked on collections.

• OCL Expression Template:

context ClassA inv AcyclicReference : referenceA

->closure(iterator: ClassA | iterator.referenceA)

->excludes( self )

• Parameters: ClassA, referenceA

referenceA
1..*

ClassA

Figure 6.7. MOF structure of pattern A1:AcyclicReference

AND

self.mother->closure()

->excludes(self)

self.mother->closure()

->excludes(self)

AcyclicReference(feature):
self.feature->closure()

->excludes(self)

A1(father) A1(mother)

Figure 6.8. Abstract syntax tree of Wellformedness rule ’ancestry-bares-no-loop’ with in-
stantiations of pattern AcyclicReference

3.3. Need for Multi-Objective Search

Until now, we have explained how to make the learning search space tractable by con-

sidering only pattern instances. Let us now discuss how to guide the exploration of this

space.

The presence of examples of valid and invalid models offers a convenient support for a

semantic guidance of the search space. Thus, the first objective of the search is to maximize

the number of examples a solution correctly classifies as valid/invalid.

Like programs, many OCL constraints sets may classify the model examples correctly.

Some of these solutions can be verbose and include tautology constraints and constraint

components. In GP, this phenomenon is known as bloating (or code growth) (Luke and Panait,

2006). To help producing constraints sets that are concise and humanly understandable, we

consider the minimization of constraint-set size as another objective for bloat control.
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When searching for the best constraint sets, another potential side effect of the correct-

ness objective is the premature convergence towards local optima. Indeed, solutions that

correctly classify a majority of cases have better chances to be considered during the evo-

lution. However, those that classify a few but uncommon examples (not classified by the

majority of solutions) tend to be ignored and be lost during the evolution due to their low

accuracy score. To circumvent this phenomenon, maintaining diversity during the search is

another concern to consider.

In summary, three different concerns will guide the exploration of the pragmatic space.

• Classification accuracy: the more examples a solution classifies accurately the

better;

• Size consideration: the shorter a solution the more it is legible and maintainable

by a human end user;

• Diversity concern: giving more chances to solutions that accurately classify un-

common examples improves our chances to learn the optimal WFR set (Batot and

Sahraoui, 2018).

These three concerns are competing by nature with one another. It is convenient to use a

multi-objective algorithm. Thus, WFR learning can be considered as an optimization process

with two main objectives: correctness (w.r.t. examples) and size of solutions. Additionally,

diversity should be maintained during the search. We propose, then, to solve the WFR learn-

ing problem using multi-objective genetic programming by using genetic programming (see

Fig. 6.9) in the form of NSGA-II (Deb et al, 2000), a multi-objective algorithm, illustrated

in Fig. 6.10.

3.4. Adaptation/Implementation

In this section, we describe our implementation of multi-objective GP and its adaptation

to WFR learning. We first introduce Multi Objective Optimization Problem (MOOP) and

Multi Objective Genetic Programming vocabulary, their characteristics and main concepts

before detailing how the learning of WFRs can be adapted to this methodology.
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Figure 6.9. A typical genetic programming cycle

3.4.1. Introduction to Multi Objective Genetic Programming

The force of genetic programming is that the algorithm explores empirically a solution

space (potentially infinite), guided by heuristic objectives based on potential solutions’ out-

puts (i.e., their semantics).

The most effective way to understand genetic programming is to look at the process

sketched in Fig. 6.9. A first generation of solutions is created. Every entity in the ensuing

population is executed on the input examples, and its output evaluated to measure its fitness.

If a termination criterion is reached, the process ends and the solution is given to the user.

Otherwise, the population is reproduced using genetic operators, and the new entities are

executed and evaluated again. The process repeats until a termination criterion is reached.

Adapting this process to a specific learning problem requires four steps: defining a solution

representation for this problem; defining how new solutions are created from existing ones;

defining how the fitness of a solution is measured; and defining a termination criterion. The

adaptation should also take into account the multi-objective nature of our problem.

As we model the learning of WFRs as a multi-objective problem, let us give some basic

definitions about MOOP.

Definition 13. A multi-objective optimization problem (MOOP) consists in minimiz-

ing or maximizing an objective function vector f(x) = [f1(x),f2(x), ...,fM (x)] of M objectives

under some constraints. The set of feasible solutions, i.e., those that satisfy the problem con-

straints, defines the search space Ω. The resolution of a MOOP consists in approximating

the whole Pareto front.

Definition 14. Pareto optimality: In the case of a minimization problem, a solution

x∗ ∈ Ω is Pareto optimal if ∀x ∈ Ω and ∀m ∈ I = {1,...,M} either fm(x)≥ fm(x∗) and there
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Figure 6.10. Non-Sorting Genetic Algorithm (NSGA-II) (Deb et al, 2000)

is at least one m ∈ I such that fm(x) > fm(x∗). In other words, x∗ is Pareto optimal if no

feasible solution exists, which would improve some objective without causing a simultaneous

worsening in at least another one.

Definition 15. Pareto dominance: A solution u is said to dominate another solution

v (denoted by f(u)� f(v)) if and only if f(u) is partially less than f(v), i.e., ∀m ∈ {1,...M}

we have fm(u)≤ fm(v) and ∃m ∈ {1,...,M} where fm(u) < fm(v).

Definition 16. Pareto optimal set: For a MOOP f(x), the Pareto optimal set is P ∗ =

{x ∈ Ω|¬∃x′ ∈ Ω,f(x′)� f(x)}.

We detail in the next subsections the four steps required to adapt WFR learning to

MOOP. We detail how solutions are encoded and created. Then, we show how genetic

operators stir the so provided genetic material. The third step consists in defining a manner

to evaluate among a set of solutions which ones dominate, based on different criteria. Finally,

since there is no way to ensure the optimal solution exists, an end criterion must be defined

to put an end to the evolution process.

3.4.2. Solution Representation and Initial Population Creation

A solution to our problem is a set of OCL constraints. In our metaphor, a set of con-

straints is a genetic entity, containing K genes (individual constraints like one of Fig. 6.8).

More generally, a constraint, as pictured in Fig. 6.11, is represented as a tree whose nodes

are operators and leaves are instances of WFR patterns. Operators are of two different kinds:

logical operators and quantifiers.
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Logic operand: OR, AND, IMPLIES, NOT,
Or Quantifier operand: EXISTS or FORALL

Pattern instances

Figure 6.11. Abstract syntax tree of a wellformedness rule representation using patterns

Definition 17. Considered logical operator are NOT , OR, AND, and IMPLIES.

• NOT: Negation of the subtree

• AND: Logical and between the two subtrees

• OR: Logical or between the two sub trees

• IMPLIES: Logical implies between the two subtrees

Considered quantifiers are forAll, and exists

• forAll: Encapsulates a subtree in a forAll expression (See Listing 6.3)

• exists: Encapsulates a subtree in an exists expression (See Listing 6.3)

Listing 6.3. Examples of using ForAll and Exists quantifiers
self.kids -> forAll ( Person k | k. mother = self)
self.kids -> exists ( Person k | k. mother = self)

The first step of the evolution consists in producing a random set of solutions (i.e., con-

straint sets). To derive the initial generation G0 of N solutions, we generate randomly N

sets of k constraints, where k is randomly decided for each initial solution.

Each constraint set is built using randomly chosen operators and pattern instances. The

average size of constraints (in terms of number of leaves) as well as the depth of their

respective abstract syntax tree is parameterizable.

3.4.3. Genetic Operators

During the evolution, we derive new solutions from existing ones using two kinds of

operators: crossover and mutation.

Crossover operator

As illustrated in Fig. 6.12, the crossover operator uses a single cut-point. Each parent

solution is divided into two constraint subsets using a randomly selected cut point. Then,

100



C

1-1

C

1-2

C

1-3

C

1-4

C

1-5

C

2-1

C

2-2

C

2-3

C

2-4

C1-4 

mutant

Parent 1

Parent 2

C

1-1

C

1-2

C

1-3

C

1-4

C

1-5

C

2-1

C

2-2

C

2-3

C

2-4

Point-cut

Child 1

Child 2

Crossover

C

1-1

C

1-2

C

1-3

C

1-4

C

1-5Parent

Mutation
C

1-1

C

1-2

C

1-3

CM

1-4

C

1-5
Child

: ConstraintC

X-X

C

2-5

C

2-5

Figure 6.12. Crossover and mutation operators adapted to our framework

the constraint subsets of the parent solutions are exchanged to form two new solutions.

Note that the crossover does not alter the constraints as the cut point cannot be within a

constraint tree.

Mutation operators We implemented different mutation operators, grouped in two cate-

gories.

• Pattern mutation: chooses randomly a leaf (i.e., a pattern instance) in the con-

straint’s tree and changes its parameters if there exist any valid alternative, or replace

the pattern instance with a new one otherwise. See Fig. 6.13 for a sketch.

• Logic mutations: modifies the constraint’s abstract tree by replacing an operator

by another one, or by inserting a NOT operator or a quantifier. The logic mutations

are applied as follows:

(1) A node ni is randomly selected from the constraint’s tree ;

(2) Then, either

– ni’s operand is replaced by another compatible operand depending on

the number of children. Binary operators AND, OR or IMPLIES can

replace each other. Similarly, unary operator NOT and quantifiers can be

exchanged (Fig. 6.14); or

– a quantifier or a NOT node is inserted between ni and its parent

(Fig. 6.15); or

– ni is replaced by a randomly created node (Fig. 6.16).

3.4.4. Pruning

Cabot et al. have shown how complex can become OCL and how the complexity can be

reduced automatically (Cabot and Teniente, 2007). In our case, we used a pruning technique
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Figure 6.16. New node replacement

to limit the redundancy in abstract trees. When two sub trees are identical, we collapse them

into one equivalent.

3.4.5. Fitness

As stated in Section 3.3, two objectives guide the search: the ratio of examples properly

classified by a solution; and the constraint size of the solution. Additionally, a diversity

measure is taken into consideration as well. To foster efficiency and generalizability of the

solutions, we embodied it in the crowding distance measurement of NSGA-II. See Batot et

al. (Batot and Sahraoui, 2018) for details.
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Figure 6.17. Pruning of similar subtrees

3.4.6. Termination criterion

We do not know, a priori, if a perfect solution exists, neither if it would be at reach.

The termination criterion is thus set to a certain amount of iterations or a percentage of

examples accurately treated (algorithm parameter).

3.5. Conclusion: On the importance of the Quality of Partial Examples

The overall learning methodology discussed in Section 2 shows how subordinate the

generalizability of solutions is to the representativeness of examples.

Yet, the only measure used to assess representativeness is the coverage of the examples

with respect to the metamodel. We showed that this coverage considers the input parts of ex-

amples only. In the next section, we will see to which degree common coverage measurement

impacts the quality of solutions and to which degree solutions comply with expectations.

4. Empirical Evaluation: Example Sets Characterization

In this section, we study the relationship between different characteristics of example sets

and the inductive power they embody. We carry out such a goal by mean of a case study:

the learning of WFR from examples and counter-examples in three disctinct scenarios. We

propose to investigate this relationship with three research questions targeting different levels

of precision.

After sanity check, we question whether the solutions are accurate and test their gen-

eralizability on examples that were not used during learning. Then, we look more thoroughly

at results to see if the solutions are well-formed and, later if they convey the expected

semantics. Wellformedness evaluation implies a quantification of the distance between a

solution and the oracle (i.e., the expected solution) on a syntactic level. This will be our
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second research question. Finally, a semantic comparison between solutions and oracle is

processed requiring a manual qualitative investigation.

Formally, our research questions are:

• RQ0: Are the obtained results attributable to the approach itself or to

the volume of explored solutions? A SBSE sanity check consists in comparing

results our approach yields with the ones a random search yields.

• RQ1: Is the number of examples used to train the algorithm a factor

influencing the power of differentiation of solutions?

We want to know if solutions give the expected behavior (i.e., if they differentiate

between models as expected) and if they are generalizable (i.e., to an extended set

of examples).

• RQ2: Does the coverage of an example set influence the accuracy of solu-

tion in terms of metamodel elements manipulated?

We then want to know if solutions are well-formed, if they manipulate the same

metamodel constructs as the oracle.

• RQ3: Considering the (20) better runs of all configurations, is our ap-

proach able to find the exact expected rules?

We finally manually inspect in depth the solutions: are they what we expect?

4.1. Experimental Setting

In this section, we introduce the material we used to process our empirical evaluation. We

used different metamodels showing different levels of complexity. Expected wellformedness

rule sets enrich the metamodel and give us a ground truth to compare with during the

experiment. These expected sets are called Oracle.

We give details about these elements and then we depict the variables we used: three

independent variables to characterize the example sets; three dependent variables to grasp

variations in solutions accuracy.

Finally, we precise the parameters of the algorithm and how we tackle with its non-

deterministic nature.
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4.1.1. Metamodels and Oracle

In order to mitigate the influence of a metamodel specific structure on the learning,

we selected three metamodels that demonstrate different levels of structure complexity and

require diverse OCL constraints sets. Formally:

• FamilyTree: an excerpt has been introduced as our running example. This meta-

model defines a schema for representing family structures. It has been used as an

illustrative example in various publications in the software modelling research lit-

erature, such as (Gogolla et al, 2015; Burgueno et al, 2015). It is composed of 4

classes, namely Person, Male, Female, and License. It has 6 features, of which 3

are references.

• Statemachine: a traditional example in software engineering. Composed of 11 classes

and 10 features, of which 7 are references, it models vertice types and transitions of

a state machine.

• ProjectManager: the most complex metamodel. It is composed of 5 classes and 23

features, of which 11 are references. It captures relations and features required in

project management.

In a real-life scenario, an expert would differentiate between valid and invalid models. Un-

fortunately, our academic assets do not allow to hire experts to do the work. Consequently,

in order to provide with ground truth, we manually wrote the expected WFRs (i.e., they

form the – exact – solutions we expect the algorithm to find at the end of the process). We

took the rules from obvious bon sens in the case of the metamodel FamilyTree; from pre-

vious work (Cadavid) for Statemachine; and, from an online repository for the metamodel

ProjectManager (described in (Hassam et al, 2010))

For each metamodel, WFRs are:

• FamilyTree: three rules avoiding any loop in the ancestry of a person.

context Person

inv not -own - mother : this.mother -> closure () ->excludes (self)

inv not -own - father : this.father -> closure () ->excludes (self)

inv not -own -kid : this.kids -> closure () ->excludes (self)

Listing 6.4. Oracle for FamilyTree
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• Statemachine: eight rules constraining the number of incoming/outgoing transitions

a vertex has depending on its type: Initial, Final, Fork, Join, or Choice.

context Initial

inv init_in : incoming ->size () = 0

context Final

inv final_in : outgoing ->size () = 0

context Choice

inv choice_in : incoming ->size () > 1

inv choice_out : outgoing ->size () > 1

context Fork

inv fork_in : incoming ->size () = 1

inv fork_out : outgoing ->size () > 1

context Join

inv join_out : outgoing ->size () = 1

inv join_in : incoming ->size () > 1

Listing 6.5. Oracle for Statemachine

• ProjectManager: seven rules of different kinds (e.g., if an employee exists in a

Project, there must be at least a project manager in that project).

context Employee

inv OfficeNumbDIFFoffAreaCode :

self. officeNumber <> self. officeAreaCode

context Project

inv AtLeastTwoProjectManagers :

self.department -> forAll (d | d.employees -> exists (e | e.

isProjectManager ))

context Department

inv UniqueId :
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self.projects -> forAll (p | p.ident ->size () <= 1)

context Employee

inv MaxTwoProject :

self.employer ->size () <= 2

context BankAccount

inv BalancePositif :

self. balance > 0

context Department

inv DepartManager :

self.employees ->size () = 0

or

self.employees -> exists (e | e. oclIsKindOf ( Manager ))

context Employee

inv isManager :

self. oclIsKindOf ( Manager ) implies self. salary > 1500

Listing 6.6. Oracle for ProjectManager

4.1.2. Examples

Examples are made of a couple of models. Yet, as discussed in Section 2.2, we consider

variations in the characteristics of input models only. We varied their size and coverage to

test if these factors influence the learning process. To provide with diverse input models,

we used a previous tool (Batot et al, 2016). More precisely, for each metamodel, sets of 5,

10, 15, 20, 25, 30, 35, and 40 examples were used, with a balanced proportion of valid and

invalid models. We created sets using two configurations (our last independent variable).

Formally:

• Randomly generating each set: eight sets of models are formed independently.

• Incrementally augmenting with (five) new examples an initial set of (five) examples

until a maximum (40) is reached.
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The rationale behind such a distinction is an attempt to account for the chance factor

happening when using a new set of models. To diminished its effect on our results, we will

compare both configurations.

In addition to these training sets, we provided another assortment of 100 models for

each metamodel (with 50 valid and 50 invalid models) to compute the power to differentiate

between models of solutions.

4.1.3. Variables

We choose the following variables as a means to quantify our answers to the previous

research questions.

Independent and mitigating variables. The main independent variable in our study is the

coverage (COV) of the input part of the examples over the constructs of their metamodel.

This is the metric we use as a measurement for the representativeness of solutions. We

use it together with their size (SIZE) in terms of the number of examples in the training

sets. More, sets are assembled in two different ways: on the one hand, models are generated

independently from one another; on the other hand, a first (small) set of models is generated

and incrementally augmented with more models.

In a nutshell, we use three independent variables:

• Size (SIZE): number of models forming the training set;

• Kind of size variation (KIND): INDependent, where all sets are generated sepa-

rately, or INCremental, where the sets are augmented with five models incrementally;

• Coverage (COV): percentage of metamodel constructs found instantiated in at least

one of the input models. See Fleurey et al (2009) for details.

Dependent variables. Dependent variables are interesting factors that may be influenced

by variations in the independent variables. We define three dependent variables correspond-

ing to three levels of precision for the solutions. First, we measure the differentiating power

(DIFF) of a solution. To do so, we compare its output with the output of the oracle when

both are applied on the same set of 100 examples.

Related to solution accuracy (ACCU), we extend our investigation to the syntax of so-

lutions. We want to investigate if, with comparable DIFF, solutions may show differences

in their structure. We want to question here the power of expression of the examples and
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to ensure that a high DIFF does not hide a bias in the examples used. Indeed, let’s get

back to our running example. It was then a matter of finding a set of well-formedness rules

able to distinguish between the example families like an expert would do. We know, for the

sake of the experiment, that the targeted rule aims at avoiding loops in ancestry. However,

consider now the case where only counterexamples have persons under 6 years of age. A

rule that distinguishes models as invalid if they have an instance of Person whose age at-

tribute is less than 6 would have a perfect DIFF. Thus, in this configuration the attribute

age interferes in the differentiation. To measure the deviation from what was expected (a

rule that deals with the attribute mother and not age), we propose to compare the elements

of the metamodel manipulated by the rules forming the solution with those of the oracle. To

do this comparison, we extract all the elements manipulated by the oracle on one side, and

those manipulated by the solution on the other. We then compute the following variables

and metrics.

• SO = number of elements present in Solution and Oracle

• !SO = number of elements present in Oracle but not in Solution

• S!O = number of elements present in Solution but not in Oracle

Recall(S) = SO

SO+!SO

Precision(S) = SO

SO + S!O

FMeasure(S) = 2× Precision(S)×Recall(S)
Precision(S) + Recall(S)

ACCUracy of solutions is the FMeasure.

ACCU = FMeasure(S)

Finally, we investigate the actual relevance (RELE) of solutions by performing a manual

analysis. We classify a constraint c into one of the four following predicates:

(1) Exact(c) = true if the constraint is semantically equivalent to one of the oracle’s

constraints;

(2) Relaxed(c) = true if the constraint is more general or restrictive, but remains close

to one of the oracle’s constraint ;
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(3) Implicit(c) = true if the constraint is implicitly included in the design of the meta-

model (i.e., redundant to some cardinalities); and

(4) NoMatch(c) = true if the constraint has nothing in common with any of the oracle’s

constraints

Finally, RELEE is the exact relevance, and RELER the relaxed relevance, of a rule r.

Formally:

RELEE(r) =
∑
true

Exact(r)

RELER(r) =
∑
true

Exact(r) +
∑
true

Implicit(r) +
∑
true

Relaxed(r)

4.1.4. Algorithm Parameter

Genetics. Runs of the genetic program were all made of 3000 generations and 50 pro-

grams. Crossover probability was set to 0.9 and mutation probability to 0.35. The probability

of both kind of mutation was set to 0.5. The learning process was fully automated and did

not involve any human intervention. It stopped after either a 100% DIFF is reached or 3000

iterations.

Tackling non-determinism. Evolutionary algorithms are by nature nondeterministic.

Thence, identical settings may lead to different solutions. To ensure the stability of our

algorithm, we ran the experiment 15 times for each configuration (except for answer RQ0

where we ran both configurations 30 times).

Multi-objective concern. An execution of a MOOP yields a set of solutions called the

Pareto-optimal front. During the experiment, when the end criterion was reached, there was

sometimes more than one solution in the front. In order to evaluate our approach, we took

the smallest among solutions showing the highest DIFF (i.e., if there were more than one

solution with 100% DIFF, we took the one with minimum SIZE).

4.1.5. Validation Method

To answer RQ0, we executed the algorithm on the ProjectManager metamodel with

the specified parameters, ensuing the exploration of 50 ∗ 3000 = 150000 solutions. We also

executed a random exploration where we generated randomly the same amount of 150000
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solutions. We ensure results’ significance using the Mann Witney test and measure the effect

size with Cohen’s d.

RQ1 looks at the relation between COV and DIFF. For both configurations, we used

20 examples to train the algorithm and measured DIFF on 100 others. With this question,

we look at the relationship between the size of a set of examples (i.e., SIZE), and the

DIFFerentiating power of the solution over a bench test of (100) examples. More precisely,

this question comes to counting how many test models were correctly differentiated. To find

a caesura, we compare results yielded by the different configurations using a T-Test.

To answer RQ2, we look at the relation between independent variables (COV and SIZE)

and the number of judicious metamodel constructs manipulated by solutions (ACCU). This

question comes to comparing how many metamodel constructs are manipulated by both the

solution and oracle and if this number is influenced by COV and/or SIZE. We then focus on

the relation between the 20 solutions showing best ACCUracy and COVerage of the examples

used for their derivation.

Since RQ3 requires an in-depth manual investigation of solutions, we studied (20) solu-

tions that (i) show the best DIFFerentiating rate (RQ1), and (ii) use the maximum number

of judicious metamodel elements (RQ2). From here, we investigate the relationship between

DIFF and RELE. More precisely, this question comes to evaluating the rate of exact/partial

rules found for solutions showing best DIFF and ACCU. In doing so, we ensure that a high

fitness actually reveals a good solution.

4.2. Results

In this section, we present the results obtained and explain how they answer the research

questions.

4.2.1. RQ0: Are the obtained results attributable to the approach itself or to the volume

of explored solutions?

For both configurations, we used 20 examples to train the algorithm and measured ACC

on 100 others. With the simplest metamodel (FamilyTree), our approach shows significantly

better results (.98 against 93% DIFF), with a medium-to-strong effect size (0.74 Cohen’s d).

The two other metamodels show a significant and very strong positive effect when using

our approach: a random search merely reaches a 55% DIFF on average when our approach
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reaches 94% in the case of Statemachine (and 76% for ProjectManager). Results shown in

Table 6.1 are clear: with a random exploration, solutions are not exploitable.

4.2.2. RQ1: Is the number of examples used to train the algorithm a factor influencing

the power of differentiation of solutions?

Fig. 6.18 and 6.19 show DIFF (ord.) obtained when using a defined number of examples

(abs.) of the ProjectManager metamodel. They refer respectively to INDependent and

INCremental size augmentation.

The trend is comparable with the Statemachine metamodel, yet DIFF is slightly higher.

Using the FamilyTree metamodel, 15 examples are enough to reach almost 100% DIFF.

More examples do not add any substansive value.

We see that the greater the number of examples, the greater the DIFF of solutions. More-

over, there is a caesura between 10 models and 15 models sets: a T-Test ensures that we can

differentiate sets with less than 10 examples and sets with more (p-value < 0.01). Comparing

between IND and INC configurations does not bring much information – a smoother trend

excepted. Finally, with more than 85% DIFF with sets of 40 examples, our approach is able

to yield outstanding results.

4.2.3. RQ2: Does the coverage of an example set influence the accuracy of solution in

terms of metamodel elements manipulated?

Table 6.2 shows the correlation between COV and ACCU, and SIZE and ACCU, for

each of the three metamodels. We differentiate between three configurations: considering

all solutions without consideration of the size variation (last column), or considering only

independent (respectively incremental) size variation in column one (and respectively column

two).

Table 6.1. Statistical comparison of DIFFerentiation power between random search and
our approach on three WFR learning scenarios.

Average DIFF
Value Mann Witney

p-value
Effect Size
Cohen’s dRandom Our approach

ProjectManager 0.5 0.76 <0.001 7.35
Statemachine 0.53 0.94 <0.001 5.38

FamilyTree 0.93 0.98 <0.001 0.74
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Figure 6.18. Box plot DIFFerentiation rate with metamodel ProjectManager with inde-
pendent sets

Figure 6.19. Box plot DIFFerentiation rate with metamodel ProjectManager with incre-
mental set size augmentation

At first glance, there is a striking difference between the second and the third column

(reps. IND and INC). The corelation between COV and ACCU, as well as the correlation

between SIZE and ACCU, are stronger in the INC configuration than in the IND configu-

ration. When examples are provided incrementally, there is a common part of knowledge
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Table 6.2. Correlation between COV and ACCU, and SIZE and ACCU (p-value)

Metamodel Independent Incremental All
FamilyTree COV .076 (.346) .318 (.001)* .076 (.346)

SIZE .012 (.880) .292 (.004)* .012 (.880)
Statemachine COV .195 (.003)* .296 (.000)* .209 (.346)

SIZE .238 (.000)* .380 (.000)* .292 (.000)*
ProjectManager COV .165 (.020)* .334 (.000)* .226 (.000)*

SIZE .248 (.000)* .284 (.000)* .260 (.000)*

that transits from one configuration to the next. As expected, when the chance factor is

diminished from one set size to the next, the correlation between COV and ACCU becomes

stronger. Comparing between the second and third columns, line one, the INC configuration

yields a significative correlation (p-value < 0.004) whereas the IND configuration does not.

Notwithstanding these results, column two shows that in a IND configuration, a small yet

significant correlation shows up between COV and ACCU.

In addition, when looking at the relation between COV and ACCU of the best solutions,

a strong and significant correlation arises (see Table 6.3). As a conclusion, ACCU seems to

be a good heuristic for the accuracy of a set of constraints.

Table 6.3. Correlation between COV and ACCU for the 20 best solutions

Spearman p-value
ProjectManager .715 (.000)
FamilyTree .669 (.000)
Statemachine .106 (.047)

Table 6.4. Average RELEvance of solutions

RELEE RELER
∑

true NoMatch
Average Sigma Average Sigma Average Sigma N

ProjectManager .505 .25 .645 .20 .335 .20 20
FamilyTree .640 .31 .650 .30 .350 .30 20
Statemachine .450 .30 .815 .21 .160 .19 20
ALL .532 .30 .703 .25 .282 .25 60
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4.2.4. RQ3: Considering the (20) better runs of all configurations, is our approach able

to find the exact expected rules?

First of all, Table 6.4 shows that, with averages of .505% for ProjectManager, .640%

for FamilyTree, and .450% for Statemachine, our approach yields a significant amount of

exact matches (column RELEE). Moreover, if we look at the relaxed relevance (RELER),

we see that with all metamodels, more than two thirds of the solutions are comparable to

the oracle. This means that the algorithm is precise enough to find interesting rules; and

that the two metrics ACCU and PREC actually point to good solutions.

More precisely, here are some illustrations of the rules found, with their level of relevance.

(1) Exact: the constraint is semantically equivalent to one of the oracle’s constraints.

Example:

• Constraint from solution: "All BankAccount Departments have a Project Man-

ager." Context BankAccount:

self.department.employees

->exists(e:Employee | e.isProjectManager)

• Constraint from oracle: "All Departments have a Project Manager." Context

Project:

self.department->forAll(d:Department |

d.employees->exists(e:Employee | e.isProjectManager))

Since all departments have, by definition, a bank account, the constraints are seman-

tically equivalent.

(2) Relaxed: the constraint is more general or restrictive, but remains close to one of the

oracle’s constraint.

Example:

• Constraint from solution:

Context BankAccount:

self.person->forAll(e1:Employee |

e1.accounts.department.employees->exists(e2:Employee |

e2.isProjectManager))

"... there is a Project Manager."
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• Constraint from oracle: "All Departments have a Project Manager." Context

Project:

self.department->forAll(d:Department |

d.employees->exists(e:Employee |

e.isProjectManager))

The first constraint is restricted due to nested derivations.

(3) Implicit (i.e., Found during evaluation): the constraint is implicit with regard to

cardinalities of the typegraph.

Example: "A Department’s bank account is "linked" to its department."

Context Department:

self.bankAccounts->forAll(b:BankAccount |

b.department = self))

As a conclusion, we found a moderate but significant correlation between accuracy and

size, and the quality of the solutions. We showed the soundness of our estimation with

a manual investigation supported with statistical analysis. Solutions with high fitness are

subject to contain one or more of the expected rules.

4.3. Threats to validity

The learning of WFR is a first topic under our scrutiny. Yet, since the learning process

remains much alike with other artifacts, we assume our methodology will apply for them as

well and will ease its reproduction. Other experiments will show if results vary from one

artifact to the other. We augur the execution of other treatments such as the learning of

model transformations and refactorings in future works.

Recent studies showed a new interest and a potential in a new kind of coverage mea-

surement (Semeráth et al, 2018b). It would be of great interest to replicate our experiment

with such definitions. Also, since the studies about coverage remain generic to the structure

of the language and do not account for specific domain concerns, it might be valuable to

foster investigation of coverage evaluation between executions using examples built ad hoc,

and executions whose examples are picked from real cases.

Finally, we started the characterization of examples with a size attribute to account for

the complexity of examples, and a coverage attribute to account for their representativeness.
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These two characteristics correlate with the quality of solutions. Yet, they remain contra-

dictory in nature and may interfere with one another. In addition to the deepening of size

and coverage definitions, we envision the consideration of a third important characteristic

to example sets: diversity. Indeed, an increasing attention to diversity has the potential to

provide a balance between size and coverage interference.

5. Related Work

Our contribution intersects two different research fields: Example-Based learning of MDE

artifacts, and example and use case automatic generation. In the remainder of this section,

we discuss some of the existing work in those fields.

5.1. Learning from examples

Learning from examples is a relatively new field (Bąk et al, 2013) which finds its root in the

idea of a generative perspective on programming (Czarnecki et al, 1997) using SBSE (Harman

and Jones, 2001).

Early work on model transformation learning was aimed at abstracting mappings between

two metamodels starting from examples of source and target models (Balogh and Varró,

2009; Wimmer et al, 2007). These mappings were then transformed into transformation

programs as done by Saada et al. (Saada et al, 2012). Kessentini et al. (Kessentini et al,

2010) learn model transformations from examples by analogy. They do not try to abstract the

transformation knowledge, but rather propose a concrete transformation for a given source

model. More recently, Faunes et al. (Faunes et al, 2013b) and Baki et al. (Baki et al, 2014;

Baki and Sahraoui, 2016), learn directly the code of transformations from the application

examples. Kessentini et al. also use examples to detect and fix defects (Kessentini et al,

2011b). Finally, examples are used to assist in modeling and metamodelling activities (Zayan

et al, 2014; López-Fernández et al, 2013, 2015). In addition, works on WFR learning are

mentioned in the next section.

Other teams have built up methodologies to assist the co-evolution of artifacts. Kessen-

tini et al. (Kessentini et al, 2016) co-evolve models when the metamodel is modified. Batot

et al. (Batot et al, 2017) automatically adapt OCL constraint sets after a modification to a
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metamodel. Lopez-Fernandez et al. use examples to assist metamodel conception (López-

Fernández et al, 2013, 2015). Kessentini et al. use examples to detect and fix defects (Kessen-

tini et al, 2011b).

Despite numerous work in this field, one striking commonality between these works (and

the ones mentioned in next subsection) is the lack of quality assessment of the example sets

used to train algorithms. As a matter of fact, it is obvious that a dearth of representativeness

in the set of examples used to train the algorithm will result in biased solutions. Yet to date,

examples are either i) made ad hoc to illustrate authors’ words, or ii) are of great size provided

by the industry. A systematic and automated evaluation is absent from literature.

Though, we found one early work worth mentioning on this topic. Fleurey et al. worked

on qualifying input test data (Fleurey et al, 2009). Yet, they do not formalize a structured

definition of what an example (or test data in their case) is expected to be. Later, Semeráth

et al. (Semeráth and Varró, 2018) developped a deeper evaluation of diversity between models

to enhance the generation process.

5.2. Learning WFR from examples

Examples were used to learn wellformedness rules in two main studies by Faunes et

al. (Faunes et al, 2013a) and Dang et al. (Dang and Cabot, 2014). The latter infers OCL

constraints in a semi automatic process where users’ feedback is considered in an iterative

fashion. Users can discard useless or misleading examples and help in choosing which solution

seems more appropriate.

The present study is a follow up of the work by Faunes et al. (Faunes et al, 2013a) that

features the learning of WFRs from examples and counter examples. The rules they propose

to learn are simple and the scalability of the approach is at stake. Also, they used partial

knowledge of the oracle to provide examples. More precisely, they used the oracle’s rules, one

by one, to generate training examples. For each one of them, they generated one valid model

and one invalid using the Alloy solver (Jackson, 2006). A fact that hinders the generalization

power of the study since the authors injected a knowledge that a real-life context does not

offer. It also prevents from comparing its results with others. Moreover, Faunes et al. used

a single objective GP algorithm. Since then, authors have been calling for multi-objective

118



solutions to account for a distinction between syntactic and semantic concerns and to favor

generalizability of solutions (Vanneschi et al, 2014; Wu, 2016).

In this study we propose a multi-objective algorithm capable of producing complex rules

and a framework for the evaluation of example training sets that does not rely on extra

knowledge of the problem.

5.3. Examples and use case generation

Hao discusses the state-of-the-art of metamodel instance generation approaches in a lit-

erature review that describes the different algorithms used as well as the various fields of

application (Wu et al, 2012). In short, studies address specific problems and it is difficult to

compare between them — less to generalize. Yet, the approach we choose proposes a generic

model set generation framework that can be applied to various MDE artifacts and tasks,

with the concern of minimizing the size of the generated sets (Batot et al, 2016).

Since then, the most striking advance we found in the literature is the work by Se-

merath and Varro (Semeráth et al, 2018b). The study is again intended to address the

generation of test cases for model transformation, but their definition of coverage goes well

beyond previous work. The consideration of the richness of instances’ features by means of

neighborhood shapes representation seems to align better than Fleurey’s coverage with the

multi-dimensional aspect of meta-features instantiation. We envision to use their tool to test

our methodology with this new coverage evaluation.

6. Conclusion

In this paper, we study the impact of variations in the characteristics of model example

sets on the efficiency of learning MDE tasks. To this end, we start by analyzing the prob-

lem of learning MDE artefacts from examples and describe a holistic approach to solve it.

Then, we illustrate this approach on the specific problem of learning wellformedness rules

from examples and counter examples. In this context, we propose a multi-objective genetic

algorithm able to progressively extract WFR sets in the form of OCL constraints that better

differentiate between valid and invalid model examples. The most important contribution of

the paper is an empirical study of the influence of examples characteristics on the learning

quality, performed on the WFR learning problem. The major findings of this study are as
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follows. Firstly, the results show that having more examples helps learning more accurate

artefacts, but this impact gradually decreases after a certain number of examples. Then,

we found that there are moderate but statistically significant correlations between examples

coverage and size, and the learned artefacts quality. Finally, after a manual inspection, it

appears that solutions with high fitness are generally relevant as compared to the expected

solutions. Although the results of our study are encouraging, we believe that experimenting

with other MDE learning problems such as model transformations and code generations is

necessary to draw a complete picture on example sampling w.r.t. the automation of knowl-

edge derivation. Such studies should also consider other example characteristics in addition

to the coverage and size, or at least other measures of coverage. Another improvement direc-

tion is to explore the use of interactive visualization environments to collaboratively produce

examples by domain experts and developers/modelers. Such a collaborative process allows

to combine automated generation of input model examples with expert knowledge to reach

a coverage that is meaningful to the domain expert.
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Chapter 7

Conclusion

1. Contributions

The contributions addressed in this thesis are listed below.

A generic framework for model-set selection for learning or testing Model-

Driven Engineering tasks. In this framework, the model-set selection is reformulated as

a multi-objective optimization problem. Two objectives guide the search: maximizing the

portion of the problem space covered by models whilst minimizing the size of the set. The

framework can be tailored to the learning or testing of a specific task by firstly expressing

a specific coverage criterion, which will confer precision to the first optimization objective.

More precisely, the coverage definition is a way to express (or tag) the subset of the input

metamodel that is relevant to the considered task. Then, one or more minimality criteria

are selected as additional optimization objectives. We assess our method by comparison to

the state-of-the-art in the case of metamodel edification. Results are encouraging and show

that a deeper study of coverage has been long due.

A significant improvement of one of the most widely spread algorithm for

multi-objective optimization, NSGA-II. We encoded a measurement for the social di-

versity of solutions during a genetic programming run. The Social Semantic Diversity (SSD)

of a solution increases proportionally to the number of examples solved and is offset by the

frequency with which an example is solved by the population’s individuals. This helps to

adjust for the fact that some examples are more frequently solved in general. Therefore, SSD

favors solutions solving corner cases. We implemented this idea in two manners. One as an

extra objective, and one as an alternative crowding distance. The results are breathtaking:

solutions gain a significant increase in generalisation power and computation is up to thirty



times faster. We look forward to implementing it again in other future works and to sharing

it widely with the larger community.

A pragmatic characterization of examples and a formalization of the thorough

learning process. We formalized the process of learning MDE artifacts in three steps:

partial examples generation, examples completion, and execution of metaheuristic algorithm

using examples as a search guidance. This formalization permits to distinguish between

problem and solution space and allows the consideration of specific coverage definition. It

also specifies where human interaction is required and when automation can arise.

We used this formalization to set up an empirical investigation of the characteristics of

examples that are susceptible to impact learning. We evaluated the impact of coverage on

the relevance of the solutions through a three levels in-depth comparison between solutions

and oracle. We found that a small but significant correlation exists between the coverage of

the examples and the quality of the solution in terms of precision, power of generalization,

and relevance. We foresee this characterization to be a milestone to improve awareness on

the importance of reliability of EB-MDE technologies and thus to favor a greater adoption

of MDE in general.

Other contributions. Finally, this thesis has also been an opportunity to put together

other contributions. Not directly related to the present investigation these satellite works

share the overall same direction. A first work that helped me understand the key concepts

behind MDE was a systematic mapping study of concrete model transformations (Batot

et al, 2016), published at MODELSWARD’16 (Hammoudi et al, 2016). Then, a growing

expertise in MOF-OCL put me to co-author a heuristic-based recommendation system to

assist co-evolution of metamodel and wellfromedness rules (Batot et al, 2017). This work has

been published at MoDELS’17 (O’Conner, 2017). And finally, my expertise in genetic pro-

gramming has been put to work in co-authoring an article for the detection of temporal API

usage pattern (Saied et al, 2018) published this year at GECCO’18 (Aguirre and Takadama,

2018).
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2. Limits and future work

2.1. Short term

The selection of model sets is based on a set of random models. We used the AtlanMod

Instantiator1. This tool has been of great help to provide with random examples, yet we

intend to compare our results with a more up-to-date generator like Viatra 2 by Semeráth et al

(2018b). Similarly, the definition of coverage we used has been dethroned (to our assumption)

by this same study. They present a coverage that evaluate in-depth the way features are

instantiated. An interesting future work would be to replicate the experiment with this

coverage measurement – and review the overall definition of coverage accordingly. This

change to our framework would require the implementation of this coverage measurement as

a new module and would replace Fleurey’s coverage when evaluating model sets.

Finally, in the same vein, our experiment with SSDM could be replicated with partial

examples coming from Viatra instead of AltanMod Instantiator.

2.2. Middle term

As Dang and Cabot (2014) show, it is difficult if not impossible to capture the knowledge

of an expert in one go. The learning process must be iterative and take into account the

feedback of the user. This feedback should focus on the quality of the examples, and we

offer in our first contribution to redefine the definition of coverage for that purpose. It must

also help to address the relevance of the solutions provided by the algorithm. To consider

the iterative nature of the process, a valuable future work will consist in developing a tool

to assist users to decide whether to include or exclude items manipulated by a solution in

the assessment of coverage for an upcoming iteration. We envision a graphical tool enabling

this selection. The next iteration will not start from scratch, but from the existing set of

examples, adjusted to the new requirements.

Another limitation to the generalization of our results lies in the fact that we have applied

our approach only to cases of learning WFRs. To alleviate this bias, we plan to replicate

the experiments with model transformations. We would thus see if the rather positive trend

1https://github.com/atlanmod/mondo-atlzoo-benchmark/tree/master/fr.inria.atlanmod.
instantiator
2https://www.eclipse.org/viatra/
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of the “barriers” mentioned by Baudry et al (2010) for testing transformations is expansible

and if the unification of model generation for learning and testing MDE tasks can be pushed

ahead.

One of the recurring problems with the use of metaheuristics is the enormous cognitive

effort necessary to apprehend the evolution of populations in time and space. Our WFR

learning tool offers a visualization interface adapted to GP in the form of a matrix showing

comparative results between oracle and solutions. This helped us understand GP runs and

we plan to engage in more work on the visualization of evolution to increase the awareness

of users as well as of designers.

2.3. And beyond

As we mentioned in our third contribution, size and coverage attributes of example sets

show a moderate yet significant correlation with solution quality. With the learning method-

ology clearly defined, we envision the study of other attributes. As an example, diversity will

figure as a third characteristic to investigate. There exists different way to evaluate diversity,

different tools to show it graphically as well, but its impact on the process of learning has

not been studied directly. A very interesting experiment would be the evaluation of how

size, coverage and diversity correlate, how much the quality of examples depends on them,

and how these results will benefits the general understanding of the learning process. With

the everyday polemic on biases appearing in main medias and the newly mentioned role

that GP can play in the deep-learning race to automation (Wilson et al, 2018), we foresee

an increasing interest on this thesis approach and contributions.

Our research, and the SBSE in general, is much happening in vitro. The example Based

MDE Learning community lacks empirical large-scale studies. A concrete experiment in-

volving experts on a real case from industry, would be an important contribution. The

problem though is serious. With the rising abstraction level of MDE, a so called “real

world” study would involve experts of different fields where time is (very) costly – when

available. Nonetheless, with the abovementioned growing interest in GP and the broadening

adoption of MDE, there is hope to find investors ready to support such studies. On this

matter, a robust framework would appeal on potential funders.
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3. Coda

MDE shows an incredible power of abstraction. Following its key principles, everything

seems ready to be represented through models and digested in automatic transformation

chains. Even maintaining the coherence between different models during software evolution

seems accessible. That idealisation of MDE seems within reach.

Yet, MDE is not mature enough to be universally accepted and the community would

nurture its notoriety, if it could assess the potential of its automation. Its most recent

advances, including the automatic learning of very complex artifacts, are impressive and

show encouraging results. Nonetheless, EB-MDE broader adoption requires a serious effort

to scope the assessment of such technologies out of the MDE field only.

To ensure its ability to produce robust and generalizable solutions, it is necessary to

have a reliable and recognized standard to qualify its input data: example sets. This will

allow the edification of a common framework and to clarify the relation between examples

characteristics and solutions relevance. In that sense, MDE will gain directly from this

contribution.
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